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Abstract

Recently, cloud computing has been gaining more and more popularity. Misunderstanding, misusing and underutilizing the cloud offerings, though, both from business and technical perspective still poses a threat to the success of cloud projects. On the technical side, one of the main reasons for success or failure is often the architectural design of the system – if a system is not architected the “cloud way”, using cloud’s special characteristics, the business benefits of such a system are often questionable at best. Software architecture through architectural patterns – reusable generic solutions to classes of problems – has for long been a good way to overcome the challenges of software architecture.

This paper focuses on establishing the grounds and highlighting the differences of the knowledge transfer regarding architectural patterns from building pre-cloud (“traditional”) software systems to building cloud-native systems.

The following 3 research questions drive this research:

RQ1. How does the existing knowledge on architectural patterns relate to the cloud computing environment?

RQ2. Which characteristics of architectural patterns make them suitable for the cloud environment?

RQ3. How can architectural pattern evolution be documented effectively for usage in the practice?

In order to answer these 3 research questions and considering their focus is on utility i.e. creating a model which can be directly used in practice, the research uses design science research methodology (Peffers, et al., 2007-8). The emphasis in this methodology is iteratively building artefact(s) which can be improved and proven through practice that they actually help solving the problem at hand.

This research contributes with building 4 inter-connected artefacts:

- a cloud applicability taxonomy of architectural patterns (CATAP) showing how applicable to a cloud environment an architectural pattern is and why;
- a pattern-to-characteristics mapping showing how using an architectural pattern affects the resulting system in traditional and cloud environments;
- a pattern form documenting the architectural patterns and the findings about them in the previous two artefacts;
- a wiki site, APE Wiki, which makes the results available to the public for reference and discussion and improvement.

This research has a few interesting findings. First of all, the current architectural pattern knowledge seems to be very mature as no pattern has been found to have significantly evolved because of cloud – the architectural patterns are really generic and very flexible and only their effect on system characteristics has changed with the environment switch. On the other hand, a few new patterns were discovered
and documented, which confirms the need for special attention to the new environment. Apart from that, the pattern-to-characteristics mapping provides interesting insights into which characteristics are most important for cloud and where there is a gap which may need to be filled.

This paper presents both the process and the results of the research as equally important as replicating and extending this research could help in maturing the results and the knowledge about architecting systems for cloud thus increasing the chances of success of cloud projects.
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Introduction

Cloud computing has emerged in the last few years as an important direction in the Information Technology (IT) area. In essence, IT resources, such as servers, storage, networking, and software tools and platforms, are rented out as utility or a service over the Internet (Guha, 2013, p. 9). Consumers of cloud technologies can avoid the complexity of managing the underlying infrastructure and are provided with tools to control and utilize the resources they rent. This cloud computing model and the environment it creates have distinct characteristics compared to what is called traditional model and traditional environment in this paper.

The traditional model encompasses 2 options: (1) to host a system on owned hardware which is usually referred to as on-premises or in-house hosted solution, or (2) to use a hosting provider which provides a predefined amount of hardware and software resources either dedicated, or shared with other consumers. Either way, cloud computing possesses very distinctive characteristics compared to the traditional model – for example, a system can be dynamically scaled based on its usage. These characteristics sometimes cause very significant differences between the cloud and the traditional model; these differences affect the whole IT area including the field of software architectures (Krishna & Jayakrishnan, 2013, p. 83).

Many enterprises have already built systems for the cloud environment, but many more are still wondering on whether and how to take advantage of the various cloud offerings. In order to utilize cloud computing, enterprises have 2 distinct options at hand – to change and re-target an existing system or to have a new system built especially for cloud. Either way, research shows that questionable or even counter-effective results are achieved by simply deploying an existing system to a cloud environment without making changes such that the system makes use of cloud offerings and respects the particularities of the environment (Fehling, et al., 2011).

Architecting through the use of patterns is one of the significant directions in the field of software architectures. Architectural patterns capture practical knowledge and give a general template solution on how to cope with software architectural design problems in a specific context.

Having in mind that cloud computing is a new context that requires new ways of architecting software, changes in the architectural patterns domain are very probable. The research presented here concentrates on these changes investigating the applicability of existing patterns, their evolution to respond to the changed environment and the emergence of completely new patterns. The ultimate goal is to enable practitioners to transfer more effectively their existing architectural knowledge to cloud computing projects.

This paper is written as a Master thesis work. It is a part of the Master of Science program of Information Engineering and Management at the School of Engineering, Jönköping University, Sweden.
1.1 Background

In 1977 Christopher Alexander pioneered the term “pattern” in his book *A pattern language* (Alexander, et al., 1977). The book is in his area of specialty – building architecture. A pattern according to this definition “describes a problem which occurs over and over again in our environment, and then describes the core of the solution to that problem, in such a way that you can use this solution a million times over, without ever doing it the same way twice” (Alexander, et al., 1977). Quite surprisingly for Alexander himself (Gabriel, 1996, p. v), the concept of patterns has caused a significant impact in a completely different field – software engineering.

The process of pattern adoption in software engineering took off with Ward Cunningham and Kent Beck’s *Constructing Abstractions for Object-Oriented Applications* (Cunningham & Beck, 1987). A strong community of researchers and practitioners supporting the idea of software patterns has been formed, pushing the field forward. The book *Design patterns elements of reusable object-oriented software* (Gamma, et al., 1995) further motivated and enabled extended usage in the practice. In this book the patterns “live” at the code-level and are looked at from an object-oriented perspective – they deal with structuring, organizing and developing a class or a hierarchy of classes which present a solution with the properties Alexander (1977) talks about. These patterns are now commonly known in the software engineering world as design patterns.

With IT penetrating more and more aspects of people’s lives, software systems are growing in complexity. The need has become evident for a more deliberate process in which design decisions lead to more predictable results. This has led to the emergence of the software architecture discipline – a new discipline focused on software architectures. A concise and practical definition states that “software architecture is the set of design decisions which, if made incorrectly, may cause your project to be cancelled” (Woods, 2014).

Patterns as solutions with well-known characteristics for a specific class of problems in a specific context are a good candidate for helping in achieving the goals of the software architecture discipline – this is the idea behind research and documentation of architectural patterns. Patterns of this type express “a fundamental structural organization schema for software systems” (Buschmann, et al., 1996, p. 12). Architectural patterns often reuse the knowledge built from design patterns, but the system perspective also brings new problems to be solved which gives rise to new approaches and solutions.

As with design patterns, the area of architectural patterns has been actively researched and documented. Classic examples of books on the subject are *Patterns of Enterprise Application Architecture* (Fowler, et al., 2002), *Enterprise Integration Patterns: Designing, Building, and Deploying Messaging Solutions* (Hohpe & Woolf, 2003), the *Pattern-Oriented Software Architecture* series (Buschmann, et al., 1996; Schmidt, et al., 2000; Kircher & Jain, 2004; Buschmann, et al., 2007a; Buschmann, et al., 2007b).
Technological and business advances, together with the quest for more effective and efficient work processes, have steadily pushed the field of software engineering. This dynamic causes constant and sometimes substantial changes and the problems in front of the field constantly change as well. As patterns are dependent on the design context they are used in (Buschmann, et al., 1996, p. 8), it is natural for some of them to transfer to the new environment, others to evolve and be adapted for the new conditions, new patterns to be invented and old ones to reach a lower level of relevance. This paper investigates exactly this change in the architectural patterns in the context of moving from “traditional” software engineering to software engineering in the cloud.

In this thesis “traditional”, as applied to software engineering or patterns, is used solely to signify the pre-cloud context. In that sense, “traditional” encompasses engineering of software systems for deployment on owned hardware or for deployment to a traditional hosting provider; the former deployment approach is often also called on-premises or in-house. In order to explain the differences between the traditional and the cloud model, the following widely adopted definition by the National Institute of Standards and Technology (NIST) should be discussed:

Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction. This cloud model is composed of five essential characteristics, three service models, and four deployment models (NIST: Mell & Grance, 2011)

In order to draw the boundary between traditional on-premises and cloud environment, it is important to highlight from the definition above the fact that cloud computing is supplied by a cloud provider. This means cloud systems are hosted externally for the consumer – this observation makes the difference between on-premises and cloud hosted systems rather clear as on-premises solutions are hosted on owned IT infrastructure internally at the customer.

The differences between cloud hosted systems and systems hosted by a traditional hosting provider are not that obvious, though. Again, pieces of the definition above help in unveiling the differences: cloud enables “on-demand network access to a shared pool of configurable computing resources […] that can be rapidly provisioned and released with minimal management effort or service provider interaction” (NIST: Mell & Grance, 2011). First of all, in traditional hosting there are usually packages of coarse-grained infrastructure that is provided to a consumer. These packages are usually static, not dependent on concrete usage and require communication with the hosting provider in order to be switched – these characteristics are all in contrast with what is stated and typical for cloud environments. Second, the provider in the cloud definition is called “service provider” – services available and accessible over the Internet (making them “ubiquitous”) are a major characteristic of cloud environments, whereas in
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traditional hosting IT infrastructural resources i.e. dedicated or shared servers, are the main focus. This second point also hints at a difference in favour of cloud in terms of management effort – provisioning and maintenance of resources should require minimal effort for cloud, whereas in traditional hosting the consumer needs to take care of the resources borrowed which is even comparable to on-premises environments at least on the software maintenance front. As a third point, because of the economy of scale, typically the cost of using cloud resources is lower than the cost of using a traditional hosting provider. And finally, the economy of scale and the better utilization of resources because of the rapid provisioning and releasing of resources based on usage allow for providing increased availability out of the box through ensuring redundancy in cloud environments. The importance of that characteristic is also ensured usually through a Service Level Agreement, which guarantees high availability for cloud hosted systems; although traditional hosting also provides availability promises and guarantees, they are usually not that strong.

After the definition helped draw the boundary between traditional and cloud environments, there is still a part of it that remains undiscussed. The characteristics and models mentioned in the last sentence of the definition are discussed in detail in section 2, Theoretical Background.

1.2 Purpose and research questions

As stated by Marinescu (2013) cloud computing “is expected to shift from building the infrastructure, today’s main front of competition among the vendors, to the application domain”. This means that the accent will fall once more on the development of systems and the best way of architecting them. So it is of utmost importance to adapt and transfer the existing architectural knowledge in accordance with the cloud characteristics and context.

Both software architecture as a discipline aimed to support system design and architectural patterns as an important concept in the field need reconsideration when applied to cloud computing. It is important to know what the changes are and why they have happened in order to use and transfer effectively the existing architectural knowledge to the new environment. In order to achieve that transfer this paper concentrates on investigating the influences of the cloud context to architectural patterns. Four cloud applicability categories with respect to these changes were introduced above and are highlighted in the title of the paper:

- **Transfer** – the architectural patterns that move to the cloud without changes;
- **Evolution** – those patterns which are adapted to support cloud usage;
- **Innovation** – completely new patterns that have emerged for the cloud specifically;
- **Oblivion** – the category of architectural patterns that are not that relevant/suitable for cloud usage.
Further, without considering the cloud characteristics and the architectural principles applicable for the cloud environment, one cannot fully realize the potential offered by cloud (Fehling, et al., 2011).

All this motivates the ultimate goal of the thesis - to enable practitioners to transfer more effectively their existing architectural patterns knowledge to cloud computing projects. With respect to it the following questions were formulated:

RQ1. How does the existing knowledge on architectural patterns relate to the cloud computing environment?

RQ2. Which characteristics of architectural patterns make them suitable for the cloud environment?

RQ3. How can architectural pattern evolution be documented effectively for usage in the practice?

These questions are inspired and are related to the four artefacts constructed during the thesis: (1) a cloud applicability taxonomy of architectural patterns (abbreviated to CATAP), (2) a patterns-to-characteristics mapping, (3) a documentation template, and (4) a wiki, code-named APE Wiki (Architectural Patterns’ Evolution Wiki). The section Research Method covers these artefacts in detail, together with the relationships between them and how they relate to the research questions.

1.3 Delimitations

This paper is written as a Master thesis work which has to be performed within a one calendar year period. This therefore limits the possible scope of the work. The thesis concentrates on detailing the research process and defining and testing a method for achieving the goal of the research. Therefore, as the focus is not on extensive coverage of the field, a subset of the hundreds known architectural patterns is examined in depth. The observations made over this subset helped refine the process. This report documents the research process so that it can be repeated and possibly further refined.

Architectural design is a complex decision process. The results outlined in this paper are intended to provide support in knowledge transfer, knowledge modelling and evaluation of architectural design alternatives. They should not be used instead of taking conscious design decisions.

The artefacts designed and developed in the scope of the paper (models, prototypes, information systems) are used for illustration purposes, evaluation and conveying the findings. Indeed some of the artefacts may not be complete and require further development – an initial attempt is done within the paper, but refinement in that case is best done by the community of practitioners and this requires time. This is in compliance with the research method described in the section Research Method, which recognizes that a number of iterations are needed for refinement of results.
1.4 Conventions

In this paper several conventions are used. These are:

- All pattern names are written in UPPERCASE in order to make them stand out.
- All book names are in italic.
- Where an important term is introduced for the first time it is in bold and italic

Also the term cloud, where used alone, is used as an all-encompassing term referring to the cloud environment considering all its aspects and the related cloud characteristics.

As far as source referencing is concerned, some books referenced were retrieved in digital format and the exact printed pages which the references were extracted from could not be retrieved. In all other cases, the information about the pages of origin is included in the reference.

Throughout this paper British English spelling is preferred. The exception to this preference are verbatim cites – the original, most often American English, spelling is preserved. An example is the spelling of the word “artefact” (British English) – in American English it is spelled “artifact”. The first appearance of such a word is denoted with a footnote and the alternative spellings are provided.

1.5 Outline

The rest of the report is organized as follows. In section 2, Theoretical Background, the base of the research is established in terms of important definitions, review of the related literature and the trends in the research area. The section Research Method describes the chosen research method and process used. The next three sections, namely Design and Development, Demonstration, and Evaluation, discuss the important implementation stages of the research. Finally in the section Discussion and Conclusions the results are summarized and potential future developments on the subject are outlined.

The sections that follow present auxiliary information such as References, Terms and Definitions and Search Terms. Appendices are given in the end.
2 Theoretical Background

This section describes the theoretical baseline for the rest of the thesis. First, the important definitions as used in the research are introduced and then the existing research in the fields of architectural patterns and cloud related to the subject of the thesis is reviewed.

2.1 Important definitions

2.1.1 Cloud computing

“Cloud computing is a model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction. This cloud model is composed of five essential characteristics, three service models, and four deployment models” (NIST: Mell & Grance, 2011). In this model a vendor provides cloud computing services to consumers. In that sense consumers are those who rent cloud computing resources from a vendor. Consumers typically use these resources either for their own needs or for building their own systems which are in turn offered to their own clients or to end-users.

The five essential characteristics mentioned are on-demand self-service, broad network access, resource pooling, rapid elasticity, and measured service (NIST: Mell & Grance, 2011).

On-demand self-service allows cloud consumers to provision on their own the computational resources they need without redundant interaction with the vendor.

The capabilities provided by vendors are available over the network through a standard protocol and often represent coherent services – this is the broad network access. This setting is similar to the service-oriented model, where software services are available on the network; in that sense cloud computing extends the service-oriented model, but it also uses it. The broad network access characteristic means that using and integrating the provided capabilities over the network is an important aspect when architecting cloud systems thus featuring loose coupling similar to distributed systems.

As for resource pooling the computing resources are provided to multiple consumers through dynamic reallocation hidden from the consumers. The consumers are served in a dynamic multi-tenant model. Multi-tenancy means that different consumers may use the same physical or virtual hardware resources or instantiations of software systems at the same time with their data and resources still kept separated – the consumers are simultaneously tenants in the same resource (Bass, et al., 2012). Further, the resources are abstracted in a way that almost hides their concrete distribution and location; “almost” because sometimes they are provided with the notion of geographical areas. The consumer has “no control or knowledge over the exact location of the provided resources” (NIST:
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Mell & Grance, 2011). Thus a system in the cloud needs to be designed from a location-agnostic distributed perspective.

Rapid elasticity is concerned with the ability to manually or even automatically scale up and down resources, i.e. allocate to the consumer more or less resources respectively. This characteristic influences the way systems are architected because as scaling might even happen automatically, systems should be designed in a way that utilizes this opportunity or at least does not suffer from it (Varia, 2011, p. 9).

Finally, the service is measured – the resources used are metered and usually there is a cost of usage that the consumers pay. As consumers can determine their resource usage and thus the costs they pay, this brings forward costs of operation as a non-functional requirement which needs to be addressed in the software architecture (Krishna & Jayakrishnan, 2013, pp. 89-90).

Other implications of these cloud characteristics upon architecture are increased importance of concurrent, asynchronous and parallel processing, data transfer and partitioning (Krishna & Jayakrishnan, 2013, p. 83).

Before going into the service models an important term needs to be introduced. According to NIST (2011), *cloud infrastructure* is “the collection of hardware and software that enables the five essential characteristics of cloud computing”. It can be viewed in terms of two layers: physical layer consisting of the hardware resources and an abstraction layer consisting of “the software deployed across the physical layer, which manifests the essential cloud characteristics”.

The three service models as illustrated in Figure 1 are **Software as a Service (SaaS)**, **Platform as a Service (PaaS)** and **Infrastructure as a Service (IaaS)** (NIST: Mell & Grance, 2011). In the figure, as well as often in the literature, systems deployed in the cloud are denoted with the term “cloud applications”. Those cloud applications utilizing the specific cloud characteristics and models are in turn called *cloud-native applications* (Fehling, et al., 2014a, p. 5).

In essence SaaS provides cloud computing consumers with the ability to consume a cloud-running service/application with a very limited possibilities for configuration (NIST: Mell & Grance, 2011, p. 2). As in this service model the role of the consumer is limited to only using resources, this model falls outside the scope of this research – cloud computing consumers do not design and build applications on their own in that service model.

PaaS gives the cloud computing consumer the ability to deploy to the cloud infrastructure and build their own applications (possibly providing them as SaaS later) on top of a mostly predefined infrastructure (NIST: Mell & Grance, 2011, p. 2). This means that architecting software solutions applies to this service model. Designing for this cloud service model is constrained by what the vendor offers, thus a number of technical architectural constraints are present and need to be accounted for depending on the chosen vendor.

Lastly, IaaS goes further allowing the cloud computing consumer to “provision processing, storage, networks, and other fundamental computing resources” (NIST: Mell & Grance, 2011, p. 2). This service model gives the most freedom to cloud computing consumers removing many of the limitations from PaaS. This
freedom brings software design and development for this service model closer to traditional environments allowing for creating more complex systems with more complex architectures.

Figure 1 Cloud service models (CIO Research Center, 2010).

Finally, the four deployment models are private, community, public and hybrid cloud. The private cloud is operated for a single organization only, the community cloud operates for a community, the public cloud is available to anyone and the hybrid cloud is “a composition of two or more distinct cloud infrastructures” (NIST: Mell & Grance, 2011, p. 2). As the private cloud is intended to serve an organization, then this organization could use it for any purpose including building own systems which falls within the scope of the paper. As for a hybrid cloud, the existence of such a deployment model emphasizes the broad network access characteristic.

Cloud computing itself and the applications built on top of cloud infrastructure are inherently service-oriented (Guha, 2013) and distributed (Zhang, et al., 2010; Fehling, et al., 2014a). Computing resources are provided as services over the network with the three service models discussed above. Cloud applications use these services and due to the cloud computing characteristics, especially resource pooling and broad network access, the system architecture also needs to be more or less service-oriented and distributed. Thus loose coupling and integration of distributed services are clearly outlined as important aspects of architecting for the cloud.
### 2.1.2 Software architecture

Although numerous attempts have been made to provide a definition for software architecture, “no universal definition of software architecture exists” (Clements, et al., 2010, p. 3). On the website of the Software Engineering Institute (SEI) hundreds of definitions are gathered. Yet, as Clements et al. point out, although there is still no universal definition, all definitions gathered have a “centroid” which is relatively apparent and “from which very useful progress could be made”. Two definitions that capture this centroid are the following:

- Software architecture is the “fundamental concepts or properties of a system in its environment embodied in its elements, relationships, and in the principles of its design and evolution” (ISO, 2011a)
- “Software architecture is the set of design decisions which, if made incorrectly, may cause your project to be cancelled” (Woods, 2014)

The first definition is taken from the ISO/IEC/IEEE 42010:2011, *Systems and software engineering — Architecture description* standard and is more formal, whereas the second definition is closer to practice with a project focus. These show several important concepts important for understanding what software architecture is. Here some of the concepts crucial for this paper are outlined.

First, software architecture is a “conception of a system… [and it] may exist without ever being written down” (ISO, 2011a).

Second, in the ISO/IEC/IEEE 42010:2011 standard “every system is considered in the context of its environment” (ISO, 2011a). Environment is meant as a complex system of people, organization and system concerns with all their aspects. Then the software architecture of a system is observed and is influenced by the system environment. In the context of this thesis two broadly-defined types of system environments are investigated: the traditional and the cloud environment. As already mentioned in the introduction section “traditional” is used as a synonym for “not cloud”.

Finally, the second definition emphasizes the decision aspect of software architecture that may not be immediately obvious from the first definition. Designing a software system is a complex decision-making process. The ISO/IEC/IEEE 42010:2011 definition notes that the software architecture is embodied in its design principles. Rozanski & Woods (2011) describe an architectural design principle as “fundamental statement of belief, approach, or intent that guides the definition of your architecture”. It may be based on, for example, personal experience, customer requirements or established good practices; examples of such principles can be found in (Vogel, et al., 2011, pp. 118-140). Apart from architectural principles, architectural decisions may also be triggered by, for instance, technological or business constraints (Clements, et al., 2010, p. 7) or by a lack of knowledge in a specific area. Regardless of the trigger, architectural decisions could be rather implicit and undocumented. Architectural decisions shape the software architecture and their significance has been widely accepted. Documenting them has also become a hot research topic in the last few years.
Clements et al. (2010, pp. 6-9) discuss another important issue: the difference between architecture and design. According to them “architecture is design, but not all design is architectural”, thus differentiating between architectural and non-architectural design and design decisions. Discerning between what is architectural and what is not is a subjective matter that also depends on the context. This underlines the importance of the discussion of the centroid above, but as the terms are rather abstract, they are also subject to interpretation. Another case in which the difference between architectural and non-architectural design is important is patterns.

2.1.3 Patterns

A pattern “describes a problem which occurs over and over again in our environment, and then describes the core of the solution to that problem, in such a way that you can use this solution a million times over, without ever doing it the same way twice” (Alexander, et al., 1977). Although this definition was initially intended for the building architecture field, it became widespread and pattern-related studies have been conducted in many fields such as organizational management, education and software.

In the software engineering context the consideration of patterns and their proper utilization has become an important part of effective and high-quality design. Patterns are often discussed in terms of the pattern as a description supplemented with a model of a solution for a given context and a pattern instance which is a concrete implementation of the pattern (Kobayashi & Saeki, 1999).

As outlined previously, the concepts of software design and software architecture are related. Following this logic, patterns can be viewed as architectural and non-architectural. The categorization of patterns presented by Buschmann, et al. (1996) confirms this view, defining three categories of patterns: architectural patterns, design patterns and idioms. As with the discussion about software architecture, the difference especially between architectural and design patterns is quite subjective and is sometimes hard to call. That is the reason why in some literature this is not even attempted (Fowler, et al., 2002). In other cases it is arguable, but in this thesis differentiation is fundamental.

An architectural pattern describes “a fundamental structural organization schema for software systems. It provides a set of predefined subsystems, specifies their responsibilities, and includes rules and guidelines for organizing the relationships between them” (Buschmann, et al., 1996). Architectural patterns encompass a well-proven experience in building software systems by providing a generic solution with specific characteristics. As pattern-oriented software architecture research has shown architectural patterns can provide “a structural framework for a software system”, but they do not represent a complete software architecture; they need to be further refined and specified to the system needs (Buschmann, et al., 1996). Attractive as patterns are, overcommitting to them is hazardous. As with any other type of pattern, architectural patterns need to be well-understood and used in their proper context. If so, they effectively help the architect in taking important design decisions with less risk.
According to the classic book of Gamma et al, a design pattern provides “a scheme for refining the subsystems or components of a software system, or the relationships between them. It describes a commonly-recurring structure of communicating components that solves a general design problem within a particular context” (Buschmann, et al., 1996). The difference with architectural patterns lies in the impact on the system – architectural patterns define the fundamental structure to subsystems and other building blocks, whereas design patterns refine a specific subsystem design. Yet, as already stated, the boundary is not always obvious nor even possible to be defined. For example, in smaller systems such as a stand-alone mobile application, choosing a design pattern may have such a significant impact on the system architecture that the design pattern essentially becomes an architectural pattern.

Idioms describe “how to implement particular aspects of components or the relationships between them using the features of the given language” (Buschmann, et al., 1996). Thus idioms are language-level patterns. It is important to also note that design patterns are not dependent on a programming language, so the difference between design patterns and idioms becomes quite clear.

Architectural patterns are the focus of this research. Thus from now on they will be referred to simply as “patterns”; where another type of pattern is meant it will be explicitly stated.

Design patterns and architectural patterns are often cumulatively referred to as software patterns. Apart from that in this paper cloud patterns is used to refer to patterns in the context of a cloud system environment whereas all other patterns are referred to as traditional patterns. Note that both cloud patterns and traditional patterns should also be considered as software patterns. Further, when considering applicability for cloud, two types of cloud architectural patterns are differentiated: cloud infrastructural architectural patterns (CIAP) and cloud application architectural patterns (CAAP). CIAP deal with the specific software architectural concerns when building a cloud infrastructure, whereas CAAP are the architectural patterns suitable for building cloud-native applications; CAAP are the focus in the thesis.

2.1.4 Pattern evolution

Pattern evolution as treated in this thesis encompasses the changes that a pattern as a description or a template of a solution goes through. Such changes could be instantiated by a change in the context, the problems solved or any other external to the pattern factor which the pattern depends on. For example, when a new context (such as cloud) emerges a pattern may need to be adapted to be adequately fit for it. Similar to evolution in the Darwinian sense, the pattern as it was before the change does not cease to exist — the pattern continues to exist and is still applicable and important in its original context, but a variation evolves from that original pattern; this variation needs to be researched and documented. The extent to which such a variation differs from the original pattern determines whether the variation is treated as a pattern variant or as a completely new pattern. There are no strict rules to determine the boundary between calling a variation a
pattern variant and differentiating it as a new pattern, but as with biological evolution the differences need to be evident and significant in order to motivate the separation.

This discussion of pattern evolution also explains the categorization of patterns into transfer, evolution, innovation and oblivion cloud applicability categories. Those traditional patterns that can transfer without evolution to the cloud context are suitable for the cloud context without changes, i.e. they do not need to evolve. The group of evolution captures those patterns that have evolved in order to adapt to the new context. With respect to the discussion about pattern evolution above, these patterns could either just add a new variant to their current description, or a new pattern with a different name could be specified. The way in which understanding the connection of Homo sapiens to its ancestors in anthropology helps to understand better our biology, realizing the evolutionary relation between patterns and the reasons for pattern evolution could help better understand them. The third group of patterns in the categorization is of those that originate from the cloud environment, i.e. they have emerged from it. The last group, the group of oblivion contains those patterns that have not adapted to the new environment and are not fit for it. Oblivion in that sense is somehow overstated, because, as stated previously, they do not seize to exist, but they should probably be considered less often in the cloud context. On the other hand such patterns could raise the questions “Is there a way to adapt these? Do they possess characteristics that could be of use?”

2.1.5 Frameworks, architectural styles, and architectural tactics

The concept of a framework is somewhat related to architectural patterns, because it is considered with reuse. “A framework is a partially complete software (sub-) system that is intended to be instantiated. It defines the architecture for a family of (sub-) systems and provides the basic building blocks to create them” (Buschmann, et al., 1996). In that sense, patterns and frameworks both present a possibility for reuse and from a pattern perspective, as Buschmann et al. say, frameworks can be looked at as coarse-grained patterns “for complete software systems”. On the other hand, frameworks can be built from pattern instantiations i.e. “patterns as building blocks”. So patterns can be thought of as reuse in the abstract, whereas frameworks are reuse in the concrete.

Architectural style is another term closely related to architectural patterns. The two terms are even often used in the field as synonyms. As Clements, et al. (2010) note the difference is subtle, but it exists. Architectural styles are broader as they capture the general approach towards the architecture. Often this approach is put into context using architectural patterns. Further, patterns focus on the context, the problem and the solution, but styles are focused mainly on the solution i.e. representing an approach. Very often the architectural styles also have a same-named pattern counterparts; for example PIPES AND FILTERS as a term has the meaning of an architectural style or a pattern depending on the context of use. The difference between the two terms, although existing, does not have a very
practical implication (Rozanski & Woods, 2011), but needs to be shown in this report as the focus here is on patterns, rather than styles.

The last term discussed here with relation to architectural patterns is architectural tactics. “An architectural tactic is an established and proven approach you can use to help achieve a particular quality property” (Rozanski & Woods, 2011). Tactics are simpler than patterns, they are a general guideline on how to address one specific aspect of an architecture, say modifiability (Bachmann, et al., 2007) or availability (Scott & Kazman, 2009). Bass et al. (2012) present tactics as building blocks of architectural patterns – the patterns often comprise of tactics. They also show that tactics usage augments patterns by bringing new characteristics to patterns. An example of a study of the impact of tactics on patterns is presented by Harrison, et al (2010).

2.2 Related work

Architectural and design patterns have already been researched for almost two decades. The next subsections discuss the literature on subjects related to the thesis such as pattern languages, cloud application architectural patterns, the relations within the term tuples (architectural patterns, pattern languages) and (pattern evolution, pattern-oriented system development and evolution).

It is important to note that although some of the sources discussed in the next paragraphs are on design patterns, some of the observations made in them are also applicable to architectural patterns and represent important knowledge – this is the reason for their inclusion.

2.2.1 Patterns and pattern languages

As shown previously, there are several important terms in the patterns field. The boundary between some of them is sometimes quite hard to draw e.g. architectural and design patterns. Buschmann, et al. (2007b) discuss many common reasons for misinterpretation and misuse of the term “pattern” and “architectural pattern” in particular. Such misinterpretations have a significant impact on the literature about patterns. Avgeriou & Zdun (2005) state that the literature regarding patterns is “voluminous and heterogeneous”, sometimes obeying to very different philosophical principles. In addition, sometimes specific artefacts, concepts or practices such as algorithms, data structures, technologies, even requirements are mistakenly stated to be patterns, but in fact they are not. To make things worse, pattern forms are sometimes intentionally used for documenting things other than patterns, although explicitly noted they do not represent a pattern e.g. (Fehling, et al., 2011) or in other cases the term “pattern” is just consciously treated loosely “to mean a recommended way to do things” e.g. (Dykstra, et al., 2014). Although such conscious or unconscious usage may have its benefits in terms of clarity of presentation, it makes it harder to find patterns in the full sense of the term. Furthermore, Hohpe hints at a practice which is sometimes abused for marketing and sales purposes in software engineering literature – including “a popular buzzword [such as “cloud”] and append[ing] the word “patterns” to suggest that
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this particular title contains a substantial treatment of the subject matter and is organized as a collection of easy to digest chapters, which promise to provide solutions to recurring problems” (Fehling, et al., 2014a, p. vii).

On the other side of the coin, there are enough books and articles which represent a very valuable and trustworthy resource on patterns used in a traditional environment. In his foreword, Hohpe (Fehling, et al., 2014a, p. vii) further notes that most of these “good” resources are a result of “a true community effort” exemplified by the Pattern Languages of Programming conference being a birthplace for many quality books and articles. This puts emphasis on the significance of the community on creation and validation of quality materials. Hohpe writes further (Fehling, et al., 2014a, p. vii) that "most successful patterns books strike a delicate balance between academic rigor and real-world applications. The academic world brings depth of thinking and a clear structure, while the industry contributes the required validation and real-world examples." From that point of view, many books are inspired by practice and are useful for practitioners despite having some terminology shortcomings, but the balance remains key – after all patterns are also intended to provide a shared vocabulary for professionals (Buschmann, et al., 2007b) and discrepancies in terminology hinder the achievement of such a goal.

Up to here, patterns have been discussed in either a standalone, individual manner, or as taxonomies and classifications based on some guiding principle, for example the level of abstraction. Another examples of such classification are also some existing wiki systems such as the first ever wiki (Pattern community, 2013), the AWS Cloud Design Patterns (Community, 2013) and the wiki supporting Fehling, et al. (2014a) - (Fehling, et al., 2014c).

But patterns are often accumulated and represented in the form of a pattern language (Schmidt, et al., 2000; Kircher & Jain, 2004; Buschmann, et al., 2007a; Hohpe & Woolf, 2003; Fehling, et al., 2014a). Pattern language is “a network of interrelated patterns that define a process for resolving software development problems systematically” (Buschmann, et al., 2007b). Therefore, the difference between a taxonomy/classification and a pattern language is that the former does not define a systematic process that can be followed, it just groups the related patterns based on a criteria.

Alexander et al. (1977) in fact discuss patterns organized in pattern languages. This has inspired the creation of a large number of pattern languages over the years e.g. parallel programming (Ortega-Arjona, 2010), concurrency (Schmidt, et al., 2000), distributed computing (Buschmann, et al., 2007a). Avgeriou & Zdun (2005) note that although this is useful for treating a specific domain, it does not allow for integration of the overall architectural knowledge. This has ultimately led to their paper in which they propose an architectural pattern language which “acts as a superset of the existing architectural pattern collections and categorizations”. They put emphasis on the relationships between the patterns, noting that patterns “have already been elaborately described before” and also link to the existing pattern languages. Even though the paper is rather popular in the researcher community
(about 170 times cited according to Google Scholar), there is still no commonly accepted classification of architectural patterns.

### 2.2.2 Cloud application architectural patterns

In terms of literature concerning cloud a significant number of articles, papers and books have been published. As stated by Marinescu (2013) cloud computing “is expected to shift from building the infrastructure, today’s main front of competition among the vendors, to the application domain”. This current state is confirmed by the observation that most papers found during this research focus on building cloud infrastructure (hardware and software) or explaining the fundamental cloud concepts to different audiences and justifying the usage of cloud. An example of such a book is *Cloud Computing: Concepts, Technology & Architecture* (Erl, et al., 2014). But as Marinescu (2013) predicted, recently more and more articles and books are being published that discuss system development and application architectures for cloud, which is the focus of the thesis.

A few initial pattern languages for designing cloud applications have already been documented (Fehling, et al., 2014a; Erl & Naserpour, 2015). Apart from that, books and articles treating patterns outside a pattern language have also been published (Moyer, 2011; Wilder, 2012; Ghag & Bandopadhyaya, 2013; Strauch, et al., 2013). The availability of such resources, though, is not sufficient. Some of the cloud pattern literature found so far suffers from the same inconsistencies and weaknesses observed previously about pattern literature in general or from the transitioning of the focus in the cloud field. *Cloud computing patterns* (Fehling, et al., 2014a) with its supporting website (Fehling, et al., 2014c) is a book that illustrates this observation. The material presented there is based on a large-scale rigorous research on cloud computing patterns that started in 2011 (Fehling, et al., 2011) and was validated by practitioners. The pattern language represents a good frame of reference for taking important architectural decisions, but some of the patterns presented there are cloud service models (e.g. IaaS, PaaS, SaaS), cloud infrastructure concepts/technologies (e.g. hypervisor, elastic load balancer), architectural principles (e.g. loose coupling), or architectural tactics (watchdog and transactions). Despite such inconsistencies, overall the book represents an invaluable frame of reference to guide architectural decisions as it combines patterns with, for example, technologies, which can provide a more holistic view (Heesch, et al., 2011). The real issue is the vague recognition of the different terms and denoting them all as “patterns”. For the context of this thesis, despite there being a chapter dealing with Cloud Application Architecture Patterns (Fehling, et al., 2014b), it falls short in discussing architectural patterns as in the restricted sense presented earlier. This leaves a knowledge gap that this report intends to fill.

### 2.2.3 Architectural patterns and architectural decisions

As discussed earlier, the notion of design decisions is a cornerstone for understanding the software architecture field. Many books and papers have been written on the matter of how a system is designed. In the recent years, numerous authors have published articles and books on architectural decisions and especially
their documenting. Architectural patterns (and patterns in general) are “a means of documenting software architectures” (Buschmann, et al., 2007b) as they capture practical architectural knowledge gathered from experience. Thus architectural patterns could be used in documenting the design decisions (Harrison, et al., 2007) either explicitly or implicitly.

Explicit documentation of design decisions, which includes documenting the usage of patterns, is a broad topic that has been and continues to be researched in books and articles such as those by Harrison, et al. (2007), Zdun, et al. (2008), Clements, et al. (2010), Heesch, et al. (2012).

In the latter case the power of patterns as an implicit documentation about design decisions comes from the fact they are well-known and are usually well-described in some pattern form. This means that the sole usage of a pattern should in general speak a lot. As Harrison, et al. (2007) note, though, “architecture patterns don’t relieve the architect of all responsibility for documenting decisions” because there is much more than just a pattern. For example, even though a pattern is used its properties could be augmented by usage of special tactics which may be hard to detect. Further, as some patterns have alternatives with more or less different characteristics, the reasons behind preferring one pattern to another are lost.

Nevertheless, as with designing for any other environment, design decisions need to be informed and conscious. As Fehling, et al. (2011) mention “a simple migration of an existing application running on a single machine to the cloud only results in minor benefits and may even reduce the application’s availability, if architectural principles are not followed properly”. When building cloud-native applications or moving a traditional system to the cloud, it will most probably be useful to know the reasons whether, why and how a traditional pattern is suitable for the cloud context. Thus the results of this paper could be used to support decision making.

2.2.4 Documenting patterns

When it comes to documenting patterns, numerous pattern forms have been used (Cunningham & Cunningham, Inc., 2005). A pattern form is a predefined structured way of presenting the information about patterns. Rozanski & Woods (2011, p. 162) identified five important pieces of information common for most forms. These are name, context, problem, solution and consequences. The name is important as it ensures a common language when speaking about patterns. Therefore it needs to be both meaningful and memorable. The context “sets the stage for the pattern, explains its motivation and rationale, and describes the situations in which the pattern may apply”. The problem part describes the problem that the pattern solves and the conditions that need to be met in order to consider applying the described pattern. The solution presents most often a model of the elements of the pattern and their interrelations. Finally, the consequences show what the results from applying the pattern are in terms of both positive (benefits) and negative (costs, trade-offs) aspects. This pattern form is very similar to the Compact form (Pattern Community, 2011).
Another popular pattern form is the Alexandrian or Beck form (Pattern Community, 2007) which adds a Forces section to the five sections stated above. This additional section discusses what makes the problem to be solved difficult and discusses alternative solutions why they fall short in solving the problem (Hohpe & Woolf, 2003, pp. xli-xliv).

The discussion of the pattern forms presented in this section helps later in this report to choose a way to document the findings.

### 2.2.5 Pattern-oriented system design and evolution through pattern evolution

As discussed earlier, software architecture is concerned with the “fundamental concepts or properties of a system in its environment embodied in its elements, relationships, and in the principles of its design and evolution” (ISO, 2011a). Most parts of this definition were elaborated earlier; in this subsection the emphasis will fall on system design and system evolution and where patterns and pattern evolution fit in.

**On pattern-oriented system design and system evolution**

When doing software architecture there are particular ways that will work better than others. This is the essence of “good” architecture (Vogel, et al., 2011, p. 118; Bass, et al., 2012) – what can be suitable for a web application may be highly problematic for an embedded system for example. The key is informed and reasonable design decisions need to be taken – architects must account for the characteristics of the environment, the requirements towards the system and many other factors. Some of these problems in front of the architect could be tackled through well-known and well-described patterns that suggest proven solutions.

With that in mind, pattern-oriented software architecture has been one of the big trends in software architecture literature for more than a decade (Buschmann, et al., 1996; Schmidt, et al., 2000; Kircher & Jain, 2004; Buschmann, et al., 2007a; Buschmann, et al., 2007b). Pattern-oriented software architecture most often treats the design of a system as a composition and adaptation of architectural patterns. Architectural patterns address specific problems but often there are requirements which cannot be fully satisfied due to technological limitations, laws, business rules and so on. The result are trade-offs which need to be made but the available alternatives need to be carefully considered. There are methods for supporting architects in these decisions such as the Architecture Trade-off Analysis Method (SEI, 2014), but the decisions are for the architect to make – it is essential to know well the architectural patterns available, their characteristics and what properties they enhance in the designed system, and finally the pattern alternatives in order to find the most appropriate solution.

Going further, patterns are applicable not only during system design, but also during the later stages of the system development lifecycle. For example, Côté, et al. (2007) present a pattern-based model that is applicable during system design, system development and system evolution.
Looking at system development, Kobayashi & Saeki (1999) argue that the software development process can be looked at as a process of artefact evolution based on operations over pattern structures (a diagram documenting the pattern) and pattern instances. For the sake of simplicity this type of evolution will be called pattern instance evolution throughout the paper. Kobayashi & Saeki (1999) argue that examining and documenting that pattern instance evolution could provide for a well-engineered system.

As for system evolution, it in general obeys to several laws called Lehman laws (Lehman, et al., 1997). For example, systems need to be continuously adapted and to continuously grow otherwise they become less satisfactory for the end users. As this shows, systems need to evolve over time. This need has to be accounted for during the design phase. Many authors consider the usage of patterns itself as a way to design for change (Ram & Rajasree, 2003; Dong, et al., 2007; Zhao, et al., 2007; Dong, et al., 2010). Continuing to the actual system evolution, when the system has to change, there are overall two pattern-oriented ways of achieving this – pattern instance evolution and pattern substitution i.e. substituting a more appropriate pattern for an existing pattern. Ram & Rajasree (2003) argue that pattern instance evolution and pattern substitution are viable methods for implementing system changes. Further, pattern-oriented system evolution has been looked at extensively from a modelling perspective, most often in the form of formal model transformations (Dong, et al., 2010; Kim, 2013; Dong, et al., 2006). Other views and proposals on pattern-oriented system evolution include graph transformations (Zhao, et al., 2007) and even automated program transformations (Tokuda & Batory, 1995).

**The role of pattern evolution**

First of all, it is important to emphasize the touching points between pattern evolution as it is treated in this thesis and pattern instance evolution. The difference between these two terms is in the area of effect – pattern evolution is evolution of the description of the pattern in general and this has global effect, whereas pattern instance evolution is evolution of the concrete application of a pattern i.e. local effect. Also, pattern evolution could influence pattern instance evolution as the changes in the generic pattern description may be applicable to the pattern instance and make the result of applying the pattern better.

In the context of going towards cloud, system design is considered in terms of building cloud-native applications from scratch whereas system evolution could mean the natural process of evolution of a cloud-native application or transferring a traditional system to become cloud native i.e. to use the cloud characteristics. The latter case can be somewhat confusing as even though a system may be already hosted in cloud it may still remain a traditional system which does not utilize the cloud resources.

If building from scratch the architect picks the patterns that answer best the requirements and decides on trade-offs as discussed earlier. The knowledge of architects needs to be updated considering building for cloud is a relatively new topic and not much literature on it exists. Pattern evolution models exactly that transfer of knowledge.
The case when a cloud-native application needs to evolve is similar to building from scratch in terms of needed architectural pattern knowledge – the desired system properties and the possible alternative patterns, tactics and principles need to be known. The difference is that this process is in fact system evolution, i.e. the system exists and the context during system evolution is different from the context during system design. Again, knowing which patterns are suitable for cloud and how may help in this process.

Finally, when it comes to transitioning a traditional system to cloud the notion of pattern instance evolution comes handy. In fact, in order to execute the transitioning significant changes should usually be done, otherwise only limited benefits may be realised or even application availability could be influenced negatively (Fehling, et al., 2011). Each pattern instance should be rethought in terms of applicability for cloud; Strauch, et al. (2013) show how this could be done for the data layer. Although the pattern instance probably has some differences from the original pattern description, looking at pattern evolution could give the answers to the question “What changes need to be done?” Thus the information coming from knowing the pattern evolution could be very useful to architects which means that pattern evolution helps in the pattern-oriented system evolution process.
Research Method

This section discusses the choice of a research method for the thesis, the theoretical base of the method and how it was applied in the research.

3.1 Choice of method

The thesis was inspired by natural curiosity and initiated with the goal to model the development of the architectural patterns field in order to map the author’s existing knowledge to the cloud context. Thus this paper is highly-oriented towards maintaining close relation to practice and providing tangible results centred on utility; utility is the focus of design science (Hevner, et al., 2004).

Most of traditional research methods discussed by Williamson (2002) were found inappropriate for the purpose of the work. The only method that was considered a candidate was systems development. It was observed that both systems development papers and design science papers often reference the paper by Nunamaker et. al. (1990-1991) in such a way that systems development looks either very similar or the same as design science. One of the differences between these two methods can be found in the different accents put when discussing them – systems development is more focused on building a system (although other types of artefacts are acknowledged), whereas design science discusses equally different types of artefacts including a system. This difference is evident in the discussion of systems development in information systems research (Williamson, 2002, pp. 147-155). In the same book the system developed is said to be used to prove a theory, rather than being itself an important result of the research as is the view in design science. Further, systems development is viewed as a part of a multi-disciplinary approach rather than a self-contained and self-sufficient method. After all that said and despite the similarity, design science is the method option that best serves the aims of the thesis.

3.2 Design science research

“Design science research is a research paradigm in which a designer answers questions relevant to human problems via the creation of innovative artifacts, thereby contributing new knowledge to the body of scientific evidence. The designed artifacts are both useful and fundamental in understanding that problem” (Hevner & Chatterjee, 2010a).

As shown on Figure 2 design science research is in constant interaction with the knowledge base and the environment to which it is applicable. The internal design cycle is a process of improvement of the research itself and the artefacts it produces. Based on these three cycles, the goals of a design science research are (1) to provide a solution to a problem and (2) to contribute to the knowledge base (KB).
The concept of artefact is fundamental for design science – artefacts are the end goal of the research (Hevner & Chatterjee, 2010a). Hevner et al. (2004) broadly define the possible classes of IT artefacts as “constructs (vocabulary and symbols), models (abstractions and representations), methods (algorithms and practices), and instantiations (implemented and prototype systems)”; Hevner & Chatterjee (2010a) add better design theories to this list. Instantiations are the most popular artefact produced in design science research (Arnott & Pervan, 2008), so dominant that it is easy to think of them as the only possible artefact. Contrary to this observation, this research is focused on developing a representation of the knowledge (the primary artefact), introducing the needed new vocabulary, and detailing the research process. These artefacts are discussed in more detail in the next paragraphs and are central for the rest of the paper.

The Design Science Research Methodology (DSRM) described in (Peffers, et al., 2007-8) (see Figure 3) and the guidelines from Hevner, et al. (2004) (see Table 1) provide the methodological basis for the research presented in this paper.

Figure 2 Design science research cycles (Hevner & Chatterjee, 2010b).

Figure 3 DSRM Process Model (Peffers, et al., 2007-8).
<table>
<thead>
<tr>
<th>Guideline</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guideline 1: Design as an Artifact</td>
<td>Design science research must produce a viable artifact in the form of a construct, a model, a method, or an instantiation</td>
</tr>
<tr>
<td>Guideline 2: Problem relevance</td>
<td>The objective of design science research is to develop technology-based solutions to important and relevant business problems</td>
</tr>
<tr>
<td>Guideline 3: Design evaluation</td>
<td>The utility, quality, and efficacy of a design artifact must be rigorously demonstrated via well-executed evaluation methods</td>
</tr>
<tr>
<td>Guideline 4: Research contributions</td>
<td>Effective design science research must provide clear and verifiable contributions in the areas of the design artifact, design foundations, and/or design methodologies</td>
</tr>
<tr>
<td>Guideline 5: Research rigor</td>
<td>Design science research relies upon the application of rigorous methods in both the construction and evaluation of the design artifact</td>
</tr>
<tr>
<td>Guideline 6: Design as a search process</td>
<td>The search for an effective artifact requires utilizing available means to reach desired ends while satisfying laws in the problem environment</td>
</tr>
<tr>
<td>Guideline 7: Communication of research</td>
<td>Design science research must be presented effectively to both technology-oriented and management-oriented audiences</td>
</tr>
</tbody>
</table>

Table 1 Design Science Research Guidelines (Hevner, et al., 2004)

Although the guidelines presented in Table 1 do not have well-defined constructs and are subject to interpretation (Arnott & Pervan, 2008), they provide a structured path and direct the attention at important matters (Hevner & Chatterjee, 2010b). As Arnott & Pervan discovered, there are significant issues in the design science research so far with relation to these guidelines especially concerning evaluation, appropriateness of the research method and rigour in the process. This thesis work strives to recognize these weaknesses by either addressing them or by providing a discussion or a plan for additional research to cover these weaknesses.

The DSRM process on the other hand is consistent with these guidelines (Peffers, et al., 2007-8). It is both “a nominal process for conducting DS research” and “a mental model for the presentation of research outcomes”. The 6 activities presented as rectangles in Figure 3 are based on ideas from previous research including the discussed guidelines. It is important to note that the process itself can be started from four possible entry points depending on the origins of the idea or problem and the availability of previous similar artefacts. The other important aspect is the iterative nature of the process. The communication and evaluation activities provide feedback which iteratively is incorporated in the process increasing its focus and in the artefacts increasing their utility.
3.3 Implementation

The instance of DSRM applied in this paper is shown on Figure 4. The research presented in this paper is positioned as a search for an objective-centred solution because it is “triggered by […] [a] research need that can be addressed by developing an artefact” (Peffers, et al., 2007-8) – it starts from the second possible entry point, objective-centred solution, which is marked in bold in Figure 4. The activities are retained as in Peffers, et al. (2007-8) and are also marked in bold, whereas the result of the activity or the particular actions taken during these activities in the implementation of the process for this research are listed in the same box below the activity heading and without special formatting.

The rest of this section deals with the different activities.

3.3.1 Problem identification and motivation

As the overview of the literature showed much attention from both researchers and the pattern community has been paid to patterns overall and the way they are presented, modelled, and used in practice. Meanwhile, the review of related work on the subject established that there are hardly any (if any at all) resources on investigating the transitioning of architectural knowledge depending on context change such as the transfer to cloud. Moreover, cloud application architectural patterns have barely been studied before. Therefore the focus of the thesis is on that knowledge gap, namely the changes in the architectural patterns field related to designing and re-designing applications for the cloud.

This puts this paper as a positional or a transitional research for the field of patterns. The view on the subject presented in the thesis is that bridging the traditional to the cloud world is important for an effective transfer of architectural
knowledge and gaining better understanding of this process. The relations between traditional and cloud patterns are and will be relevant because the traditional and the cloud environments will continue to co-exist. Further, by looking at the development of patterns, important information about them is captured that is otherwise lost e.g. how patterns as definitions evolve due to context changes and what the rationale behind this change is.

This approach is similar to that of transformative learning (Mezirow, 1997) although the perspective here is not one of values and culture but one of architectural knowledge. The idea is that “to become meaningful, learning requires that new information be incorporated by the learner into an already well-developed symbolic frame of reference” (Mezirow, 1997, p. 10). One of the methods to effectively achieve this is concept mapping, but as Mezirow emphasizes critical thinking is still required. Concept mapping is exactly the direction of this research and the objectives for the solution are motivated by it; defining these is the second activity in the DSRM process.

### 3.3.2 Definition of solution objectives

As noted by Peffers et al. (2007-8) the objectives can be defined quantitatively or qualitatively. Due to the nature of the work the definition here is qualitative. The objectives are:

- **RObj1.** to pay attention to the reasons why a pattern has transferred, transformed, emerged or became less relevant with respect to the characteristics of the patterns and their suitability for the cloud due to these characteristics;
- **RObj2.** to distinctively present and outline these changes, so that it is clear what the differences are;
- **RObj3.** to allow preservation and inclusion in the pattern description of the information about patterns that has been developed throughout the years and is still relevant;
- **RObj4.** to keep the solution close to practice.

Providing an as detailed as possible description of the research process so that it can be replicated and expanded lies also in the main focus, although it is not an objective for the research itself.

While operationalizing these research objectives three research questions were formulated:

- **RQ1.** How does the existing knowledge on architectural patterns relate to the cloud computing environment?
- **RQ2.** Which characteristics of architectural patterns make them suitable for the cloud environment?
- **RQ3.** How can architectural pattern evolution be documented effectively for usage in the practice?
So far in the previous sections a number of different types of resources were discussed such as research papers and articles, books, practitioner community-driven discussions; cloud platform documentation, analysis of usage in real-world contexts (industrial and scientific case studies) are added to this list in the next sections. Due to the pointed lack of research and the novelty of the field the dependence on non-scientific sources is needed. But considering the practical orientation of the thesis this is also a requirement. Community sources usually reflect better the practitioners’ usage and concerns. This is strengthened by the fact that the pattern community is very active and a lot of the advances in the field are in fact driven by it (Buschmann, et al., 2007b). All these resources represent the “Theory” as shown on Figure 4, which connects the objectives defined above to the design and development activity.

3.3.3 Design and development

The next activity in the research process, design and development, is informed by the knowledge gathered previously and follows the directions outlined during the previous research activities.

Each of the research questions of the study motivates the creation of an artefact as shown on Figure 5. Artefact 4 is a special case that does not come with these research questions, but is relevant for the research – the reasons will be presented shortly. All these four artefacts comprise the primary compound artefact of the thesis - a representation of the changes in the architectural knowledge with respect to the introduction of the cloud context. Each of the artefacts provides an important perspective on the matter – designing and developing them is the subject of the design and development research activity. The relations between the questions, the artefacts and the end goal of the research are discussed in the following paragraphs.
Question 1 directs the investigation towards exploring the relevance of architectural patterns knowledge in the cloud. The relevance as a grouping factor determine the creation of four cloud applicability categories of patterns. These are:

- **Transfer** – the architectural patterns that move to the cloud without changes;
- **Evolution** – those patterns which are adapted to support cloud usage;
- **Innovation** – completely new patterns that have emerged for the cloud specifically;
- **Oblivion** – the category of architectural patterns that are not that relevant/suitable for cloud usage.

This idea serves as the basis of Artefact 1 – a cloud applicability taxonomy of architectural patterns, abbreviated and referred to as the CATAP in the paper. Although such a classification may be treated as a pattern language, the term “taxonomy” is preferred here, because the focus is not on solving a development problem systematically, but rather present the knowledge transfer.
Question 2 deals with the characteristics of patterns and their suitability for the cloud due to these characteristics. These characteristics are investigated based on Artefact 1. Investigating and documenting these characteristics provides insights into the development of patterns. For example, if a pattern is part of the Evolution group, then it has at least one “traditional” variant and a “cloud” variant. The “cloud” variant differs from the “traditional” in order to answer a demand from the cloud environment. The example can be expanded assuming that a new characteristic is brought to the traditional pattern to form the cloud variant. The observation of which characteristic has been introduced first could help practitioners change their perspective more easily by realizing and focusing on this change. This characteristic should be related to the environment so a list of such characteristics (Artefact 2) could potentially provide direction for thinking about how a pattern, which falls into the category of oblivion, for example, can be changed so that it gains relevance again. A more detailed discussion of these issues is provided in the respective subsection in the Design and development section.

Question 3 addresses the issue that the information about how patterns evolve has rarely been incorporated in pattern documentation. As discussed in the theoretical background, many pattern forms have been developed and patterns are actively documented, but the issue above has not been addressed. As previously said, this presents a hole in knowledge, a missing connection that if present could potentially help better understand patterns. All this motivates the design of a representational template (Artefact 3) that will solve this problem. A goal for it is to be possible for this template to be incorporated in the existing pattern forms, so that the existing documentations can be just extended, not completely rewritten.

Artefact 4, APE Wiki (Architectural Patterns’ Evolution Wiki), is not inspired by an individual question, but is extremely important. First of all, wiki pages as a tool for collaboration were invented by the pattern community to facilitate the discussion of the topic (Buschmann, et al., 2007b). As one of the objectives for the research is to keep the closeness to practitioners, a wiki is a reasonable choice. Going further, the information architecture of the wiki itself also moves forward the complete solution advancing towards the ultimate goal. Although the other artefacts have relations between each other, they are not integrated and do not fully achieve the objectives of the research; the wiki fills that gap. Finally, the wiki connects well the end goal of design science to achieve utility through artefact creation, the objective of this research to be close to practice and the established way the pattern community documents, discusses and advances the field.

The information in the APE Wiki captures and represents the “How-to knowledge” link on Figure 5, leading to the next research activity: Demonstration.
3.3.4 Demonstration

The APE Wiki is relevant not only to the Design and Development activity, but also to the Demonstration activity. The other three artefacts are hard to be demonstrated because although they are relatively atomic artefacts, they do not represent the full solution. The wiki integrates them and provides the medium for demonstration. So the demonstration activity, although carried through the wiki, is an activity that is in fact performed for all four artefacts.

The demonstration of the artefacts is then analysed and evaluated in the next activity: Evaluation.

3.3.5 Evaluation

The Evaluation activity is again applicable for all artefacts. It is extremely significant as it is considered with “how well the artifact supports a solution to the problem” (Peffers, et al., 2007-8). The Evaluation also ensures the iterative nature of the research process.

The reliability of the results is ensured by rigour in the research, usage of multiple knowledge sources, and iterative re-evaluation of the models.

The evaluation method used is a triangulation of observational and descriptive evaluation methods (Hevner, et al., 2004). The APE Wiki acts as a case study or even a field study (observational methods), because it allows for collecting comments from practitioners who use the research results and can thus contribute to the evaluation. In terms of descriptive evaluation, both discussion of scenarios and informed arguments using information from the knowledge base are used. It is important to note that critical thinking is an inseparable part of this evaluation process.

Beyond the intended iterative nature of the research process itself, the collaborative nature of the wiki would allow the whole knowledge base created by this research to continue to evolve.

3.3.6 Communication

The final activity, Communication, is concerned with communicating “the problem and its importance, the artifact, its utility and novelty, the rigor of its design, and its effectiveness to researchers and other relevant audiences such as practicing professionals, when appropriate” (Peffers, et al., 2007-8). In that sense, the two important audiences for this research are researchers in the field and pattern practitioners; respectively, this thesis report and the APE Wiki are the concrete media. This reflects Guideline 7 (see Table 1) from Hevner et al. (2004), recognizing that different audiences need different ways of communicating the results to. As the APE Wiki does not cover the details of the research process itself, the suggestion by Zmud (Hevner, et al., 2004, p. 90) to construct appendices is chosen as a supporting tool to convey this information to practitioners in a concise manner.
4 Design and Development

As described in the previous section most of the artefacts are developed in the design and development stage, driven by one or more of the research questions at hand. The consequent sections will look at them one by one, moving naturally from one to the other at the same time expanding the results and moving closer to fulfilling the goals.

4.1 Cloud applicability taxonomy of architectural patterns (CATAP)

The research starts with research question 1: RQ1 – **Error! Reference source not found.**. In order to answer this question, as discussed earlier in the section Research Method, the existing knowledge of architectural patterns should be explored in terms of its relevance for cloud, resulting in Artefact 1, the CATAP.

The subsections below describe, first, the process of constructing the CATAP, then illustrate the findings through a few examples and, finally, this section concludes with analysis of the results.

4.1.1 CATAP construction process

The perspective of investigating the relevance of the architectural patterns for cloud gives reason to constructing the CATAP with the following 4 categories of architectural patterns:

- **Transfer** – the architectural patterns that move to the cloud without changes;
- **Evolution** – those patterns which are adapted to support cloud usage;
- **Innovation** – completely new patterns that have emerged for the cloud specifically;
- **Oblivion** – the category of architectural patterns that are not that relevant/suitable for cloud usage.

Therefore, a stepping stone is to first find traditional architectural patterns. The aim of this research, though, is not to list all patterns ever discovered, but to provide a model for describing how the knowledge about these architectural patterns evolves with the change of the system environment, thus creating a taxonomy rather than a pattern language.

In order to construct the CATAP the following 4-stage process is used:

1. Look through existing scientific sources about traditional patterns and extract the architectural patterns;
2. Search in literature for the patterns found during the first stage about their use in cloud;
3. Search for new cloud-inspired patterns;
4. Construct the cloud applicability taxonomy of architectural patterns.
The following subsections provide more details on these stages.

### 4.1.2 Selection of architectural patterns for the CATAP

The first 3 stages of the process presented above are all about discovering the architectural patterns and recognizing whether they are new or have history which needs to be tracked. These 3 stages are presented below.

**Extracting traditional architectural patterns from literature**

Literature on pattern taxonomies shows that numerous taxonomies (such as the one based on level of design presented earlier) have been proposed. Many authors have also concentrated on establishing pattern languages for concrete domains or classes of tasks e.g. parallel programming (Ortega-Arjona, 2010), concurrency (Schmidt, et al., 2000), distributed computing (Buschmann, et al., 2007a). Apart from that, oftentimes no attempt for distinguishing design and architectural patterns is made (Fowler, et al., 2002), or one and the same pattern is named differently across different sources. In this variety of perspectives, representations and classifications it is not a trivial task to find a common basis.

A viable approach would be to search in these and other books and resources on software patterns and extract the architectural patterns from there. Following that line of thought, the books cited above served as a starting point of the research. The aim at this initial literature review was to establish a manageable and at the same time big enough to be representative set of architectural patterns which all comply with the definitions expressed in the paper. This set later on would be used as a baseline for comparison with already existing explicit classifications of architectural patterns. This is the high-level process behind this stage of the CATAP construction process.

The criteria used to filter out architectural patterns from other types of patterns and pattern-like constructs comprises of the following 3 factors applied one after the other acting as a sieve:

- The construct under consideration must be a pattern in Alexandrian sense (Alexander, et al., 1977) – this factor filters out non-patterns. A pattern in the Alexandrian sense should describe:
  - a problem which is broad enough, so that it can be reused in different cases, and at the same time is not too abstract so that it does not become unspecific and does not loose connection to its context;
  - a solution to that problem which provides guidance but not exact implementation, so that one “can use this solution a million times over, without ever doing it the same way twice” (Alexander, et al., 1977)

- The problem being solved by the pattern must be a software problem. Although this factor is rather clear because of the context of the work, it is listed here for completeness.
The pattern must have fundamental architectural significance; this factor filters out design patterns and idioms, leaving architectural patterns. A rule of thumb for assessing a pattern for this factor is to ask questions about the impact of the pattern if it is introduced, changed or removed. If the pattern significantly affects the communication flow between subsystems/components or impacts the subsystem/component decomposition, then this is most probably an architectural pattern.

Studies extending this one could either use that same criteria to filter through other architectural pattern languages and classifications or to extract patterns from pattern languages and sources which do not explicitly recognize the patterns they talk about as architectural.

Following the research model for this stage explained above, initially a set of 10 architectural patterns was extracted from the classical books on patterns - Patterns of Enterprise Application Architecture (Fowler, et al., 2002), Enterprise Integration Patterns: Designing, Building, and Deploying Messaging Solutions (Hohpe & Woolf, 2003), the Pattern-Oriented Software Architecture series (Buschmann, et al., 1996; Schmidt, et al., 2000; Kircher & Jain, 2004; Buschmann, et al., 2007a; Buschmann, et al., 2007b) – and was triangulated with other literature. The architectural patterns comprising that set were noted, keeping reference to their original source and the category they were assigned to in that source. Based on the criteria above representing the view of architectural patterns expressed in this paper and the set of 10 architectural patterns extracted from literature, a number of architectural pattern classifications were evaluated. In result, the research made by Avgeriou & Zdun (2005) proved to be the closest in the perspective on what architectural patterns are and at the same time it contained all 10 architectural patterns extracted during the initial base study. This gives enough ground to use the results of Avgeriou & Zdun’s (2005) extensive study as a baseline for this research.

Figure 6 Traditional architectural patterns – a pattern language from (Avgeriou & Zdun, 2005).
Figure 6 lists the patterns found in their study. They are organized into 8 architectural views – the reference to these architectural views is kept, because it brings context information with it. An architectural view is “a representation of a system from the perspective of a related set of concerns” (Avgeriou & Zdun, 2005, p. 4). The views Avgeriou & Zdun use to organize their pattern language are as follows:

- The Layered View looks into a system in terms of how it can be structured as interacting parts.
- The Data Flow View looks into how a system’s components can sequentially process and transform data streams.
- The Data-centred View is concerned with utilizing a central repository of data accessible by multiple components.
- The Adaptation View looks at systems as consisting of invariable and adaptable components.
- The Language Extension View looks at the system as a part of the external world which it communicates with through a form of abstraction.
- The User Interaction View is concerned with “the runtime structure of components that offer a user interface” (Avgeriou & Zdun, 2005).
- The Component Interaction View focuses on communication through messages which also preserves the components’ autonomy.
- The Distribution View looks into systems as distributed in a networked environment.

Differentiating the patterns in such views is important because software architecture must take into account different aspects of the produced system – distribution, processes, communication, to name a few (Kruchten, 1995). Each pattern usually addresses one or more of these views, based on the perspective given from the formulated problem in the pattern description. So in the different views, different questions are posed in front of the architect, which means completely different solutions may be found depending on the view – the resulting system architecture is the result of taking all these into account, evaluating them and choosing and modifying a set of them which answers most of the questions asked – most, because trade-offs are inevitable (Kazman, et al., 2000). Therefore, it is important to look also at potential combinations of patterns and relations between these patterns later in this section.

**Finding documented usage of traditional architectural patterns in cloud environment**

As shown in the report so far, literature on traditional architectural patterns is abundant; literature discussing at least some of the traditional architectural patterns in a cloud context is also present. The focus, though, most often currently falls onto the most popular architectural patterns such as LAYERS, PIPES AND FILTERS, MESSAGE QUEUING. For the rest, literature can help up to the point to provide a foundation for analysis of the applicability.
The primary criteria when evaluating an architectural pattern for its applicability for cloud is how well it supports the five essential cloud characteristics of on-demand self-service, broad network access, resource pooling, rapid elasticity, and measured service (NIST: Mell & Grance, 2011). In this analysis an important role take also non-scientific sources such as blogs of companies providing cloud services and systems, community wikis.

Such an evaluation can only be considered as a starting point for future work, though, as it is not based on practice and real-world cases which should in general be the source of insights for patterns. The process at this stage is very similar to the one from the first years of interest in software patterns as the field of cloud system architecture is still to be studied and developed.

**Search for new cloud-inspired architectural patterns**

So far there has been very little scientific discussion of architectural patterns for building applications for cloud. Most of the literature on cloud patterns is centred either on CIAP or on foundational principles of building cloud applications and primarily on design patterns. Similar to the literature about traditional patterns, little effort has been made to discern architectural from design patterns and even patterns from tactics or cloud platform specific technologies and techniques, for example. Therefore, although scientific literature can also be used, the biggest sources for extracting architectural patterns discovered because of cloud can be found in sources such as community wikis, technical documentation, blogs of companies building cloud products and practitioners’ blogs and articles. Examples of such resources are a wiki for Amazon Web Services patterns (Community, 2013), the High Scalability community blog (Community, 2015), architecture guidance for Microsoft Azure (Microsoft Corporation, 2014), Netflix’s technical blog (Netflix, 2015). In addition, there currently are few attempts to invent patterns during professional research (Bykov, et al., 2011) which only strengthens the observation that action is required to address the need for building systems for cloud.

### 4.1.3 The CATAP

The final stage of constructing CATAP is to look at the architectural patterns discovered in the previous stages and to group them in the 4 cloud applicability categories – transfer, evolution, innovation and oblivion. This is in fact the process of constructing Artefact 1, the CATAP. It is important to emphasize that the CATAP does not represent a pattern language i.e. it does not offer a systemized way to solve problems – it is rather a taxonomy which enables a simplified model of thinking when considering the knowledge transfer to cloud.

Figure 7 represents the CATAP. All architectural patterns except the one in the Innovation category are part of the Avgeriou & Zdun (2005) classification presented before.
The Language Extension view was omitted from the discussion as the way it is presented in (Avgeriou & Zdun, 2005) supposes an approach a bit closer to the hardware and operating system environment, which often is not the case for cloud applications. Despite that, at least some of the patterns in this view e.g. RULE-BASED SYSTEM, if looked from the perspective of their ideas can be translated to scenarios applicable for cloud. This, though, falls out of the scope for this paper.

4.1.4 Discussion of patterns with respect to the CATAP

The following paragraphs discuss in depth some of the patterns above and why they were classified in their respective groups. More details and a short summary of the reasons why a pattern is classified into that category can be found in Appendix 1: Cloud applicability taxonomy of architectural patterns (CATAP).
The discussion that follows shows the different potential ways to explore a pattern's applicability for the cloud environment. The strategies used throughout the research for classifying the architectural patterns are:

- Literature review (illustrated below for the LAYERS and the COMMAND QUERY RESPONSIBILITY SEGREGATION (CQRS) patterns)

- Review of the available cloud offerings (see LAYERS and COMMAND QUERY RESPONSIBILITY SEGREGATION (CQRS) sections below)

- Reviewing an architectural pattern with respect to the essential cloud characteristics (see LAYERS, and INDIRECTION LAYER and BROKER sections below)

- Inspecting the relations between architectural patterns (see INDIRECTION LAYER and BROKER sections below)

The usage of these strategies is shown through a discussion of particular architectural patterns. These patterns were chosen so that the strategy could be made clear; also the discussion covers patterns from all three cloud applicability categories containing patterns in them thus covering the different perspectives.

**LAYERS**

The LAYERS pattern is very simple – decompose the application into logical layers, each containing components on the same abstraction level and allow, in the strict case, only adjacent layers to communicate with each other (Avgeriou & Zdun, 2005). The pattern is easy to grasp and at the same time is very powerful and adaptable. It has been very popular before cloud where the logical separation between presentation, business and data layers was often used, but other possibilities for such “horizontal partitioning” have also been widely used (Buschmann, et al., 2007a, pp. 185-187). Considering cloud, one of its essential characteristics is rapid elasticity – the ability to easily and dynamically adjust based on current needs the resources available to a system running in the cloud; important addition to that is the illusion that this ability is infinite. As Fehling et al. (2014c, p. 6) note there is a shift in the scaling strategy in cloud compared to traditional environments – horizontal scaling (increasing the IT resources) is preferred over vertical scaling (optimizing a system to perform better on the current IT resources). One of the primary reasons is that with vertical scaling the perception of infinite resources at hand is hard to achieve. Having all this in mind, horizontal partitioning (layering) and horizontal scaling are naturally a good combination because independent layers can be scaled independently according to their resource demands – all this increases the importance of the LAYERS pattern; Varia (2011) even discusses architecting for the cloud almost exclusively from a layered perspective. To further confirm this view some cloud PaaS platforms e.g Microsoft Azure (Microsoft Corporation, 2015), Heroku (Heroku, Inc., 2015), AppHarbor (AppHarbor, 2015) even provide the notion of internet-connected and internet-disconnected resources (called web and worker roles, web and worker dynos, web and background workers respectively) – the former are connected to the Internet and serve as a web server processing web requests,
whereas the latter are intended, for example, for intensive, potentially asynchronous business processing and running services in the background like an application server; such a differentiation enforces a layered thinking.

The above discussion of the LAYERS pattern is based primarily on 2 strategies for exploring patterns: literature review and review of the available cloud offerings. Using literature review was already discussed in 3.3.2 Definition of solution objectives. The review of the available offerings, on the other hand, provides an anchor to the current state in cloud computing which often enforces additional constraints to systems. These constraints can be separated generally into 2 subjective categories – cloud infrastructure dependent and cloud paradigm dependent. The constraint falling into the first category are primarily a result of the current state of the technology and may disappear with the evolution of the cloud infrastructure. On the other hand, those constraints falling into the second category are often bound to the essential cloud characteristics and cloud as a conceptual model. Embracing that categorizations of constraints, the above-mentioned cloud platform-specific examples may not stand the test of time, but provide an important perspective – the choice of a cloud provider is important and it has additional implications on the system architecture. After all that said, it is important to note that the discussion of LAYERS above is also bound to and in fact primarily based on the cloud characteristic of rapid elasticity, which makes it vendor-independent.

**INDIRECTION LAYER and BROKER**

The INDIRECTION LAYER pattern can be thought of as a two- or three-layered system, where one of the layers abstracts the layer beneath it. What this accomplishes is isolation of changes, hiding complexity or heterogeneity of the underlying layer (it may consist even of different systems). In that sense INDIRECTION LAYER can be treated as a variant of the LAYERS pattern which is based on a specific architectural tactic such as using encapsulation and restricting communication paths for achieving modifiability (Bachmann, et al., 2007). Nevertheless, the INDIRECTION LAYER has important implications for cloud and especially for hybrid cloud systems and systems in the process of transfer to cloud. No matter the purpose of an INDIRECTION LAYER it should always hide location, because of the resource pooling cloud characteristic discussed in section 2.1.1 Cloud computing. In that sense the INDIRECTION LAYER may often function as a BROKER considering the Distribution view, and keeping in mind that cloud systems are inherently distributed.

As for the BROKER pattern, the aspect of its solution and applicability has some changes for the cloud. As indicated in the paragraph above, BROKER may be used as an INDIRECTION LAYER and it is very possible this may be the majority of the cases for cloud. The reason for this statement is that the cloud characteristics are often ensured through extensive use of the BROKER pattern in the cloud infrastructure itself and such services are often provided as part of the cloud platform in the form of, for example, elasticity managers and load balancers (Fehling, et al., 2014b, pp. 250-256) enabling the rapid elasticity cloud characteristic. Also in order to provide the resource pooling and broad network
access cloud characteristics, message-oriented communication is extensively used in the form of elastic queues (Fehling, et al., 2014c, pp. 247-259), enterprise service bus and many others – these are realized as cloud platform services and often only configuration is required; Holpe & Wolf (2003) provide an extensive description of many messaging options. Therefore, from the standpoint of the extensive messaging usage, this brings to front the MESSAGE QUEUEING pattern, which as Avgeriou & Zdun (2005) note often uses BROKER internally, and at the same time potentially reduces the explicit usage of the BROKER pattern. This does not mean that BROKER is not used in a cloud environment but that its usage is rather closely related to the options provided by the chosen cloud platform and hidden inside those. Implementations of the traditional BROKER as described in the pattern are still possible, but the availability of easier and often flexible ready-for-use alternatives and the potential complexity of fully custom solutions based on that pattern reason including the BROKER pattern into the Oblivion category.

The discussion of the INDIRECTION LAYER above is based on comparison to a very similar pattern, LAYERS, and outlining and evaluating their differences. Its evaluation is again based on its compatibility with the essential cloud characteristics. Another aspect of this discussion needs to be underlined – although the pattern itself transfers to the cloud unchanged, there is a benefit in viewing its usage from a cloud perspective as this brings up specific scenarios such as hybrid applications. Documenting this can help practitioners find more easily the potential patterns that may be of use for their case.

Apart from that the analysis of the INDIRECTION LAYER also involves the BROKER pattern and later the BROKER pattern is also discussed with MESSAGE QUEUEING in mind. These relationships between the patterns are important. BROKER is potentially used almost exclusively as an INDIRECTION LAYER which means that the 2 views they are part of are linked, thus discussing one pattern may convey much more information than normally. As for the relation between MESSAGE QUEUEING and BROKER leads to one pattern taking over another one – the former is extensively used which to great extent limits the explicit usage of the other pattern. Another important point here is the significance of making a difference between cloud infrastructure and a system built on top of that infrastructure. As noted in the section Theoretical Background, such a difference is rarely found in the literature on the subject so far and this example illustrates why it is important to have it.

**COMMAND QUERY RESPONSIBILITY SEGREGATION (CQRS)**

COMMAND QUERY RESPONSIBILITY SEGREGATION (CQRS) is a new pattern which emerged with cloud. In essence it separates update from read operations thus simplifying the typical CRUD (Create, Read, Update, Delete) data processing model; Figure 8 gives one possible view on a system using CQRS. This opens up many opportunities such as parallelization of read and write operations, increasing decoupling and choosing different scaling strategies for read and write. It is important to evaluate carefully whether or not a system really needs that pattern, because it introduces complexity in terms of resiliency and consistency for
the read operations (Microsoft Corporation, 2014); the latter article as well as (Betts, et al., 2012) and (Fowler, 2011) provide a good overview of the pattern. All the positive characteristics of the pattern fit well into a cloud environment. For example, some cloud providers (Microsoft Azure Storage, Amazon RDS, and Engine Yard, to name a few) offer a service to provide read-only replicas of the data with eventual consistency (more on eventual consistency in (Fehling, et al., 2014c, pp. 126-130). Using these replicas for the Query model part of the pattern offloads the master write database which makes for better user experience and better availability on write operations. On the other hand, if a system expects a large amount of reads but does not require real-time up-to-date data this segregation also improves on responsiveness of the system and allows for optimal scalability.

The details about the rest of the patterns are out of the scope for this report, but the results of their evaluation can be found in the APE Wiki.

4.1.5 Analysis of the CATAP

There are a few more points that need to be addressed in that section. The results can be looked at from two perspectives – first, based on the categories in the CATAP and, second, considering the traditional categorization by views from (Avgeriou & Zdun, 2005).
The CATAP perspective

First of all, there was no pattern identified to belong to the Evolution category. One possible explanation is that the traditional patterns discussed here have been known for a long time, have been documented extensively and have reached a high level of maturity – their definitions are accommodating, flexible and timeless, exactly as Alexander, et al. (1977) defines patterns.

Another observation is the large amount of patterns in the Transfer category. An interpretation of this result can be that it is an indicator of the way cloud has emerged – it is a big step in the evolution of the software development paradigm, but at the same time it originates and builds on the achievements before it e.g. the development level in the fields of distributed computing and service-oriented systems. Therefore, cloud should be perceived as a natural evolution rather than an evolitional jump, a paradigm shift of mature science (Kuhn, 1962) which is still happening; cloud co-exists with the traditional environments thus allowing for reuse of major parts of the knowledge so far. At the same time, all this knowledge needs to be revisited because as the discussions above show there are implications which need to be revealed in order to use the new paradigm to its fullest potential.

Third, despite there is only one new pattern, it is enough of a proof that there is a need to take a closer look at this paradigm shift. Also considering some of the patterns, orthogonal models and tactics provide new perspectives. For example, the patterns SHARED REPOSITORY and ACTIVE REPOSITORY can use Actors concurrency model which recently gained long-awaited popularity (Hewitt, 2015; Corrêa, 2009); one of the examples of a framework built with the ideas of the Actors model and build especially for cloud is presented in (Bykov, et al., 2011) with a case study of cloud system built with it presented in (Bernstein, et al., 2014).

Perspective based on the traditional classification by Avgeriou & Zdun (2005)

Considering the views as in (Avgeriou & Zdun, 2005), there are also some observations which are valuable noting.

First of all, the Adaptation view seems to be not of a too big concern as most of the patterns in it are in the Oblivion category. This is understandable as the cloud environment is homogeneous and predictable.

Going further, the Layered, Data-flow, Data-centred, and User Interaction views all transfer as a whole to the cloud environment – a layered style is considered natural for cloud, Data-flow patterns benefit from the unlimited access to resources and provide good options for scalability, the sole definition of the Data-centred view hints at the applicability and importance of the patterns in it, and most systems have user interface (even more applicable for cloud as access to the machines the software is deployed to is somewhat limited and systems are inherently distributed) which currently tends be a separate loosely-coupled component or even a partially autonomous sub-system with its own architecture. This emphasizes the importance of viewing cloud system architecture from these views’ standpoint.
Something more, though, can be observed in the Data-centred view. Although the patterns in it move unchanged they are unsurprisingly dependent on the storage options which are far more than what is typical for a traditional environment (Fehling, et al., 2014c; Wilder, 2012). Different storage options are applicable in different scenarios and sometimes work well with one pattern or another. In addition, the concept of eventual consistency (Fehling, et al., 2014c, pp. 126-130) is rather new and not very typical for a traditional system. Using storage as a service also requires a change in the thinking about system architecture as the communication over network may potentially have much bigger impact on a system.

Contrary to the 3 views outlined above, other views such as the Component Interaction view have patterns in Oblivion and Transfer. Patterns from the same view falling in the same CATAP category often have common characteristics which are the reason for them being categorized in the respective category e.g. the location-agnostic, favouring asynchronicity and low coupling patterns in the Component-Interaction view are transferred to cloud, the rest are deemed not so relevant thus part of the Oblivion category. The next section discusses in more details such relations.

4.2 Patterns-to-characteristics mapping

For this section the perspective shifts from the patterns as a whole to their characteristics and support for particular quality attributes such as scalability, performance, modifiability.

The rest of the section follows the sequence of tasks performed in order to create Artefact 3, the patterns-to-characteristics mapping. First, the process of selecting what characteristics to evaluate the architectural patterns on is presented. After that Artefact 3 is described as a final result; the thinking behind the constructed Artefact 3 is presented with examples for particular architectural patterns in the next subsection. Finally, the section concludes with analysis of the results.

4.2.1 Selection of characteristics

In order to select a set of characteristics that can be used to evaluate the architectural patterns from CATAP on existing credible models can be utilized. Many software quality models defining a set of characteristics with potential measures and relationships have been devised over time. Miguel, et al. (2014) have made an extensive study of a large number software quality models. They reach to the conclusion that many models use ISO/IEC IS 9126 (2001) as starting model and build on it and that “future works will have as main reference this model” referring to ISO 25010 in its 2008 version. In 2011 the ISO/IEC 25010:2011 (2011b) effectively superseded ISO 9126. The new standard defines 2 quality models: Quality in use model and Product quality model. The first model is focused on characteristics oriented towards the human-computer system: effectiveness and efficiency of use, satisfaction, freedom from risk, and context coverage. Some of these have subcharacteristics defined. The same characteristics-
subcharacteristics system applies to the second, Product quality, model as well – there are 8 main characteristics and 31 subcharacteristics distributed across the main characteristics presenting different aspects of them. The Product quality model is applicable to “static properties of software and dynamic properties of the computer system” (ISO/IEC 25010:2011, 2011b). These models are intended to provide a shared vocabulary when talking about quality and one of the activities that can be applied to is “identifying software and system design objectives”.

Considering all that said, this paper uses the Product model defined in ISO/IEC 25010:2011 (2011b) as a starting point but the characteristics suggested in the model were carefully analysed for their applicability to the discussion about patterns – Appendix 2: Relevance matrix for the characteristics defined in highlights some of the details in the process including the reasoning behind renaming some of the characteristics in order to reflect the context better. The result is that 15 of the 39 characteristics and subcharacteristics defined in the standard were selected as applicable for this work; 2 of the characteristics including their subcharacteristics were completely excluded (Functional Suitability and Usability) and 2 of the characteristics (Portability and Security) were chosen to represent the applicable part of their subcharacteristics.

Apart from the characteristics defined in the ISO/IEC 25010:2011 (2011b) Product model, a few other characteristics stood out during the research and were mentioned in the paper so far. Some of them were already used as contextualizing replacements for some of the characteristics and subcharacteristics in the model defined in the standard – Scalability instead of Capacity in the context of Performance, Multi-tenancy instead of Co-existence in the context of Compatibility. As a side note, Scalability is the term used in the tables, although the right term for cloud should be Elasticity – dynamic scaling. The reason for using the former terms is because Elasticity is not typical for traditional systems and is much harder to achieve thus discussing it for patterns used in a traditional environment is not proper.

Location transparency is one of the characteristics which deserves some more attention, although it is slightly inconsistent with the rest of the characteristics as it is related to a quality aspect of the architecture rather than a product quality characteristic. Location transparency is mentioned in (Avgeriou & Zdun, 2005) in the context of the Distribution view, but is also in the focus for the Component Interaction view as the communication is in some patterns dependent on a location identifier; Buschmann, et al. (2007a) also pay significant attention to it especially in the chapter on interface partitioning (2007a, pp. 271-303).

Cost is another aspect which is important in the case of cloud architecting. As the cost is recurring and because it is based on resource usage software architecture plays a very important role for the cost optimization. Pramod, et al. (2013) point out that cost analysis for cloud is more complicated than analysis for a traditional environment. It is important to take in mind data transfer, processing power, and vendor and cloud service model specific details. They further highlight that developers and architects need to carefully consider the trade-offs of the different costing models in the context of the requirements and this inevitably affects the
architectural decisions. Although all this shows that cost is an important factor to be considered by architects, it is not possible to include it in the discussion of this research as vendors have many and different cost models and cost apart from influenced by architectural decisions it also depends significantly on implementation details and particular technology choices.

4.2.2 The patterns-to-characteristics mapping

Before going into details about Artefact 3, an important limitation needs to be outlined. The patterns in the User Interaction view of (Avgeriou & Zdun, 2005) are often very independent of the cloud environment – the user interaction is to various extent distributed across cloud and non-cloud (e.g. mobile devices, browsers) components. Important decisions need to be taken with respect to these pattern which influences the functionality of the cloud-hosted part of the system, but at the same time these patterns are flexible and are only indirectly related to what the cloud has to offer. This is the reason they will not be further discussed in this paper and are not included in Artefact 3.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>LAYERS</th>
<th>INDIRIRECTION</th>
<th>MESSAGE</th>
<th>CQRS</th>
<th>BROKER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristic</td>
<td>Transfer</td>
<td>Transfer</td>
<td>Transfer</td>
<td>Innovation</td>
<td>Oblivion</td>
</tr>
<tr>
<td>Performance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Elasticity (Scalability)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multi-tenancy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interoperability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Availability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fault-tolerance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recoverability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modularity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reusability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Analysability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modifiability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Security</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Legend**

<table>
<thead>
<tr>
<th>Traditional environment</th>
<th>Cloud Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>support</td>
<td>enhance</td>
</tr>
<tr>
<td>neutral</td>
<td>no change</td>
</tr>
<tr>
<td>hinders</td>
<td>diminish</td>
</tr>
</tbody>
</table>

*Table 2 Patterns-to-characteristics mapping (excerpt)*
Appendix 3: Patterns-to-characteristics mapping contains the full matrix of patterns observed in the context of their characteristics during the research presented here and in fact represents the aimed Artefact 3. Due to its size, a summarized excerpt of it containing the patterns mentioned so far in the report is presented in Table 2.

Both tables use a 2-scale system to represent the information – background colour and icon convey different streams of information.

The colour of the cells represents how the patterns relate to the respective characteristic in a traditional environment. The results presented are primarily based on literature - (Buschmann, et al., 1996), (Buschmann, et al., 2007a), (Buschmann, et al., 2007b), (Clements, et al., 2010), (Rozanski & Woods, 2011) to name a few. The red colour marks that the pattern under consideration affects negatively the given characteristic; the yellow colour shows neutrality towards the characteristic or a balanced mix of benefits and liabilities; the green colour means the pattern helps achieve the specified characteristic in a system. This three-valued scale is similar to the one used in (Buschmann, et al., 2007b), but takes on patterns from another perspective. A five-valued scale with values “hinders”, “may hinder”, “neutral”, “can enhance”, “enhances” could arguably provide some more information to the reader, but makes the table less readable – therefore the compromised 3-value scale was chosen. Apart from that, the table itself should not be considered a definitive guide, but just a starting point and the details about patterns need to be read – leaving the reader with a less-detailed information in that case can even be taken as beneficial for the purpose.

The changes with respect to cloud are represented with a set of well-established icons depicting a change in a negative direction, no change or a change in a positive direction. The change in a negative direction means that, for example, if the pattern supported strongly a characteristic in a traditional environment, for cloud this support is not that strong because of particular traits of the cloud context; the same type of logic applies for the rest of the icons. It is important to note that having up or down arrow does not mean changing the level of support completely e.g. from supporting to neutral or even hindering – the changes identified have been rather minor.

4.2.3 Implications for a sample of architectural patterns

The sample presented in Table 2 serves as a foundation for the discussion in the following paragraphs illustrating the research process during this stage of the study.

LAYERS

Most often the LAYERS pattern is discussed in terms of enhancing scalability, modularity, reusability, portability, and analysability and modifiability in terms of localizing potential changes (Buschmann, et al., 1996; Clements, et al., 2010, p. 89). The usual liabilities of the pattern are related to performance and the risk of cascading changes which negatively impacts modifiability and analysability (Buschmann, et al., 1996; Clements, et al., 2010, p. 89); analysability is further
negatively impacted by the potential complexity of the communication. The dual nature of modifiability and analysability – both as potential benefits and risks – reasons marking them with neutral i.e. the pattern has a contradictory behaviour with respect to them. Looking at the pattern in a cloud environment, the modularity of the pattern and the well-defined communication paths fit well in the rapid elasticity cloud characteristic. The flexibility of the pattern allows systems utilizing it to scale both horizontally and vertically thus the LAYERS pattern becomes even slightly more favouring the scalability (elasticity) characteristic; the trend of building stateless components for cloud (Fehling, et al., 2014a, pp. 171-175) allows the benefits to be even clearer. Essentially all this also influences positively availability, because if a part of dynamically scalable layer is not available at a given point in time, using dynamic elasticity a substitute of that part should be available and eliminate any downtime.

**INDIRECTION LAYER**

As for the INDIRECTION LAYER, the differences with the LAYERS pattern are clearly outlined in Table 2. Because of the function of the INDIRECTION LAYER to primarily provide interoperability and abstraction, the characteristics of interoperability and location transparency are better supported even in a traditional environment, whereas analysability may become a bit trickier. Generally speaking, as the INDIRECTION LAYER can be thought of as a more specific and prescribing variant of the LAYERS pattern, these observations are expected and natural.

**MESSAGE QUEUING and BROKER**

The MESSAGE QUEUING pattern was so far mentione
d in comparison with BROKER and based on the reviewed sources MESSAGE QUEUING is favoured in a cloud environment. Comparing both patterns in terms of their characteristics in Table 2 sheds some more light on why this is the case. Essentially, MESSAGE QUEUING provides better support for fault-tolerance, recoverability and trails on analysability and security. Although MESSAGE QUEUING does not support the former 2 characteristics, the technical solutions used in implementing it usually support some kind of security, whereas analysability can be achieved with relatively little effort. Furthermore, as it will be discussed shortly, these 2 characteristics seem to be of less significance for cloud adaptation.

**CQRS**

Going to CQRS as a representative of the Innovation category, having a cloud and traditional comparison is of no use, because the pattern has been specifically designed for cloud and using it in a traditional environment in most cases should not be advisable. For consistency, the pattern’s relation to characteristics is described using the same representation mechanism. Because the pattern has a relatively high number of liabilities such as decreased fault-tolerance, recoverability and reusability, it needs to be carefully considered whether the scenario will benefit from it (Fowler, 2011). On the bright side, recoverability can be achieved on the implementation level by using the Event sourcing pattern, which is covered
in (Fowler, 2011), and is especially relevant when building stateless components. Apart from that, CQRS is one of the few patterns for cloud which affect performance positively and in addition it also has very good capabilities for availability.

4.2.4 Analysis

Looking at the overall results of this part of the study (see Appendix 3: Patterns-to-characteristics mapping), almost all of the patterns in the Transfer category support better at least one of the investigated characteristics in a cloud environment and none of the patterns in the Oblivion category has been found to provide better support in a cloud environment for any of the characteristics.

Further, 5 characteristics receive an increased support in cloud by patterns: scalability, location transparency, availability, recoverability, and fault-tolerance; for brevity they will be referred to as SLARF for the rest of this section. This set of characteristics is unsurprisingly well-suited for the cloud environment. Availability, recoverability, and fault-tolerance are all related to the fact that cloud computing environments are run by a third party and are in general less reachable by support and administration staff of the cloud consumer thus the need for more “intelligent” and self-sustainable systems which can cope with exceptional conditions. Scalability and location-transparency were discussed several times in this paper and the findings re-confirm their importance.

Figure 9 presents in relative measures (without a scale) the trends for the support of the characteristics in the Transfer and Oblivion pattern categories. The Innovation category was not included as currently it contains only one pattern which does not provide good grounds for further analysis.

Figure 9 Pattern support for characteristics by cloud applicability categories.
First of all, it seems that very few patterns overall of those which are part of the study favour performance; most of them fall into the Transfer category. This does not mean that performance is not a desirable attribute, even the opposite – a requirement for high performance is one of the most common requirements for every system. Considering ISO/IEC 25010:2011 (2011b), the performance characteristic there encompasses both the performance and elasticity characteristics as used in this study. So the lowered expectations towards time behaviour and resource utilization are compensated with higher expectations towards scalability i.e. achieving performance benefits through horizontal scaling rather than optimizations.

Although multi-tenancy was not one of SLARF, patterns in the Transfer category seem to slightly favour it. The initial expectation in the study was that this difference would be much more significant, because as the cloud platform itself, the tendency in cloud applications seems to be clearly towards multi-tenancy. Therefore, ensuring multi-tenancy is to a bigger extent a concern for the actual implementation than it is in the pattern choice.

Availability, fault tolerance, location transparency, interoperability, modularity, reusability, modifiability, portability and are all well represented in the patterns in the Transfer category with good margin compared to their presence on average in patterns in the Oblivion category. Availability, fault tolerance and location transparency were expected as they are part of SLARF. Cloud is very much about integrating modular subsystems and third party systems and components so interoperability is also not surprising; this is very similar to service-oriented architecture which authors often compare it to (Erl, 2005; Erl, et al., 2014). Modularity follows logically with even greater importance as achieving scalability is to a large extent dependent on having a well-defined and discrete components which can individually be horizontally scaled; modifiability is to a significant extent influenced by this as well. Portability comes as a small surprise, though. Portability in the sense of cloud platform switching is rather hard to achieve currently with the tools at hand because of the lack of standardization of cloud vendors potentially leading to vendor lock-in – this is a valid concern expressed by practitioners but it is still to be acted on (McKendrick, 2011; Pramod, et al., 2013). On the other hand, portability in the sense of deployability is very desirable as the scale at which cloud systems can potentially operate is rather big – in that case the versatility coming from patterns should be of good use.

Another surprise, recoverability although part of SLARF is better supported by patterns in the Oblivion category compared to those in the Transfer category. Possibly this is due to trade-offs with other characteristics, but at the same time it is a characteristic that is supported by the cloud environment. Apart from that, this also opens a niche for improvement. Potentially some of the patterns in the Oblivion category, some of which were even on the verge of Transfer can be considered in order to enhance recoverability, or new patterns may emerge.

Finally, analysability, testability, and security are also all better represented in the Oblivion category. The same considerations as expressed for recoverability can be applied here. Very few patterns of those examined actually support analysability
and they are all in Oblivion. This is understandable as the patterns which provide pre-defined and easier to follow ways of communication were filed as part of the Oblivion category – a consequence of putting emphasis on location transparency, modularity and elasticity. This means that special attention and extra effort during the implementation needs to be put into system aspects such as telemetry, logging and traceability. The case for testability and security is very similar but with a smaller margin between Transfer and Oblivion is not that big. As a side-note for security, it has been often cited as one of the major stoppers for adopting cloud in enterprises. Because of that, significant effort has been spent by cloud vendors to provide stable secure infrastructure which should help in achieving better architectural security, but it should still be an important concern which needs special attention and rigorous engineering processes.

All these observations are a consequence of analysing the CATAP categories of patterns as a whole. Therefore the results presented can provide food for thought, but considering the patterns one by one in concrete is the way to go when designing a system.

Architectural patterns’ applicability for cloud and their characteristics were discussed so far. The next sections present the next step in the research: documenting the findings.

### 4.3 Pattern form

The pattern form provides a template for describing a pattern. The results found so far need to be externalised in a structured and standard manner, which motivates the usage of a pattern form. Due to the focus on the effects on patterns coming from the cloud environment, the existing pattern forms need to be evaluated for their suitability and potentially extended to suit the goals of this research. This section first discusses the requirements that drove the design process at this stage, then an overview of the available options is presented and finally, two pattern forms which result from the work during this stage of the research are described in details.

#### 4.3.1 Requirements

For the purpose of the research a few requirements were defined to drive pattern form construction. These requirements are based on the research objectives and the overall aim of the thesis work. The requirements are:

- **PF_REQ1.** The relations between the architectural patterns need to be explicit and clear.

- **PF_REQ2.** The characteristics affected by the pattern and the particular effects need to be clearly documented as part of the pattern form.

- **PF_REQ3.** The pattern form needs to be kept minimal, but the relation to the architectural pattern in general has to be clear.
Considering PF_REQ1, the relations between the patterns need to be made as clear as possible. The context of the relationship whether it is cloud-specific needs to be obvious. Therefore and considering the focus of the report is on the cloud environment, a differential approach will be taken – only differences compared to the usage of the pattern in traditional environments will be externalized. Of course, it makes sense to have the knowledge gathered about patterns looked from different perspectives along the years organized into an integral body of knowledge, but such an enterprise is out of the scope for this work.

As for PF_REQ2, it is important to have the characteristics influenced by patterns well highlighted in the pattern form. The same explicit documentation of whether a characteristic is specifically influenced in a cloud environment or it was inherited from the generic pattern description needs to be present as well. Outlining these differences highlights what may need to be changed in a practitioner’s mind in order to apply the pattern successfully.

Finally, PF_REQ3 presents the need to highlight the cloud-related pattern properties by keeping the resulting pattern form minimal but at the same time without omitting essential information that may hinder getting the whole picture. Despite the previously stated requirement to outline the cloud perspective, a practitioner looking at the pattern documented using the proposed form should still receive enough information about the pattern. This may be done through referencing and redirecting to other sources and summarizing important pieces of knowledge about the pattern.

4.3.2 Discussion of options

Considering the requirements stated above, a natural choice is to use the common sections identified by Rozanski & Woods (2011, p. 162): name, context, problem, solution and consequences.

The name will be the name used in (Avgeriou & Zdun, 2005) but as they note some sources use different names, so such information, if applicable, will also be included.

The pattern context in general should shortly be presented. Another paragraph should outline the cloud-specific considerations.

The problem should follow the same principle as the context.

The solution should be presented in general, but it should also include hints at potential cloud offerings which can be beneficial for implementing a concrete system. Although this second part will not be “timeless” (Alexander, et al., 1977), it may serve as an important guideline for architects.

The consequences section should have up to 3 sub-sections. The first section should discuss positive influences in terms of characteristics as shown earlier in the section Patterns-to-characteristics mapping. The second section should address the negative influences following the same principle. The last section should provide a narrative of other aspects of the results from applying the pattern.
In addition to these sections based on (Rozanski & Woods, 2011, p. 162), one last section will be added which addresses the requirement for making the relations between patterns explicit. The inclusion of such a section resembles slightly the Next section of the form used by Hohpe & Woolf (2003, pp. xli-xliv) and is also inspired by it. The narrative in this section should be similar to the discussions presented earlier in the section Cloud applicability taxonomy of architectural patterns.

4.3.3 A full pattern form (FPF)

Based on the 3 requirements towards the pattern form and the options discussed above, a full pattern form (FPF) was first designed. The FPF captures all the information about the architectural pattern, primarily only extending an almost standard pattern form with well-defined cloud sections. The fact that it combines a lot of information – both environment-specific and pattern information in general – is the reason for calling it a “full pattern form”.

The FPF is captured as a template on Figure 10. The pattern form sections in the figure are in **bold**. Subsections are increasingly indented to show visually which the parent section they belong to is. An explanatory text is given in *italic*.

The FPF is definitely not minimal which contradicts PF_REQ3 – the pattern form needs to be kept minimal. Having that separation, though, allows for extracting a shortened pattern form which can be used to depict only cloud considerations and differences appearing in cloud – this abbreviated pattern form is in fact Artefact 3 for this research. This abbreviated form is presented in the next section.
| Name: <Primary name. In this thesis, this is the name used in (Avgeriou & Zdun, 2005). For architectural patterns documented out of this study, a primary name should be agreed on> |
| Also known as: <alternative names currently used in literature. The primary name should be used in general after being agreed on> |
| Context <“sets the stage for the pattern, explains its motivation and rationale, and describes the situations in which the pattern may apply” (Rozanski & Woods, 2011, p. 162)> |
| General <Place here the context of the architectural pattern in general; usage of existing literature is encouraged> |
| Cloud considerations <Place here any cloud-specific considerations and discussions> |
| Problem
| Overview <Describe the problem here; usage of existing literature is encouraged> |
| Standard requirements (forces) <Describe here typical conditions that need to be met in order to consider applying the described pattern; usage of existing literature is encouraged> |
| Cloud considerations <Place here any cloud-specific considerations and discussions> |
| Solution
| Overview <Describe the solution in general here – usually this is a model of the elements of the pattern and their interrelations; usage of existing literature is encouraged> |
| Cloud implementation suggestions <Briefly present here potential cloud offerings which can be beneficial for implementing a concrete system using this pattern> |
| Consequences <Show what the results from applying the pattern are> |
| Positives <Include here the positive consequences in the general case in terms of characteristics> |
| Cloud <Place here any additional positive consequences, if any, appearing because of the cloud environment> |
| Negatives <Include here the negative consequences in the general case in terms of characteristics> |
| Cloud <Place here any additional negative consequences, if any, appearing because of the cloud environment> |
| Other considerations <Place here any other considerations about consequences. This may include neutral characteristics or characteristics with a mixed impact> |
| Cloud <Place here any other consequences, if any, appearing because of the cloud environment> |
| Relations to other patterns <Place here a short discussion of architectural patterns which are, for example, complementary to this one or are not suitable for usage with this one> |

Figure 10 A full pattern form (FPF)
4.3.4 A cloud abbreviated pattern form (CAPF)

The third artefact in this research is called a cloud abbreviated pattern form (CAPF); “abbreviated” because it is based on the FPF and “cloud” because it is focused only on cloud-specific considerations and almost nothing more.

The CAPF is depicted on Figure 11. The sections in the CAPF are mapped to sections in the FPF; the mapping uses the section headings as path navigation separated by the # (hash) symbol.

<table>
<thead>
<tr>
<th>Name:</th>
<th>&lt;Mapped from FPF#Name. It should be clear that this is a not a full pattern description – “(cloud)” could be appended to the name and a reference to the full description of the pattern should be made.&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Also known as:</td>
<td>&lt;Mapped from FPF#Name#Also known as&gt;</td>
</tr>
<tr>
<td>Context</td>
<td>&lt;Mapped from FPF#Context#Cloud considerations&gt;</td>
</tr>
<tr>
<td>Problem</td>
<td>&lt;Mapped from FPF#Problem#Cloud considerations&gt;</td>
</tr>
<tr>
<td>Solution</td>
<td>&lt;The generic solution or just parts of it could be included here &gt;</td>
</tr>
<tr>
<td>Implementation suggestions</td>
<td>&lt;Mapped from FPF#Solution#Cloud implementation suggestions&gt;</td>
</tr>
<tr>
<td>Consequences</td>
<td></td>
</tr>
<tr>
<td>Positives</td>
<td>&lt;Mapped from FPF#Consequences#Positives#Cloud&gt;</td>
</tr>
<tr>
<td>Negatives</td>
<td>&lt;Mapped from FPF#Consequences#Negatives#Cloud&gt;</td>
</tr>
<tr>
<td>Other considerations</td>
<td>&lt;Mapped from FPF#Consequences#Other considerations#Cloud &gt;</td>
</tr>
<tr>
<td>Relations to other patterns</td>
<td>&lt;Mapped from FPF#Relations to other patterns&gt;</td>
</tr>
</tbody>
</table>

*Figure 11 Artefact 3, a cloud abbreviated pattern form (CAPF)*

To illustrate the proposed pattern form the LAYERS pattern is documented in Appendix 4: LAYERS pattern documented using Artefact 3, a pattern form.

The CAPF could exist on its own, but the relation to FPF is important as it shows the knowledge transfer – from the more general pattern description, to the more concrete pattern description taking into account the specifics of the cloud environment.
4.5 APE Wiki

Wiki pages as a tool for knowledge sharing were invented by the pattern community to facilitate the discussion of patterns (Buschmann, et al., 2007b). In that spirit a wiki, the APE Wiki is the last artefact constructed as part of the Design and Development stage of the research.

The following sections discuss consecutively the requirements imposed on the wiki engine to be used, the choice process of a wiki engine and, finally, some details of the concrete implementation, primarily focusing on information architecture.

4.5.1 Requirements

The choice of a wiki engine was driven by 4 requirements, all of them elicited on the base of the domain formed during the research for the previous three artefacts. The requirements are:

APE_REQ1 Support for tables – the option to create a table in the wiki is required as tables, as demonstrated in this paper, allow for providing a well-structured, visual and to some extent detailed overview of a set of objects of interest e.g. patterns and characteristics.

APE_REQ2 Support for categories – the categories in a wiki are a way to connect different related articles; it also provides generic navigation options for articles within a category – (Wikipedia, 2014a) is an example of such a page.

APE_REQ3 Referencing support – as the APE Wiki is an artefact part of a scientific research, it must use rigorous referencing. Apart from that, the presence of reference support provides links to both scientific and non-scientific valuable articles so that the results from the study are connected to the existing knowledge base.

APE_REQ4 Support for tables of contents – patterns are presented in a structured way, so a table of contents for providing navigation capabilities is a “should have” requirement.

APE_REQ5 Ease of deployment and administration - as the aim of the artefact is to effectively present the results, the deployment and administration of the wiki engine should not be a hassle; therefore the wiki engine should provide the above requirements introducing minimal administrative overhead.
4.5.2 Discussion of options

The pattern community maintains an extensive list of existing wiki engines (2014). Based on the requirements for the APE Wiki stated above and with help from the pattern community wiki choice tree (2010) some of the more prominent wiki engines were evaluated. Table 3 presents a high-level overview of well the 4 wiki engines considered in more details match the requirements.

<table>
<thead>
<tr>
<th></th>
<th>TiddlyWiki</th>
<th>Gollum</th>
<th>TikiWiki</th>
<th>MediaWiki</th>
</tr>
</thead>
<tbody>
<tr>
<td>APE_REQ1</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>APE_REQ2</td>
<td>Partial (tags)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>APE_REQ3</td>
<td>Yes, 2 plugins</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>APE_REQ4</td>
<td>Plugin</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>APE_REQ5</td>
<td>Hard, custom development</td>
<td>Medium</td>
<td>Medium</td>
<td>Easy</td>
</tr>
</tbody>
</table>

*Table 3 Evaluation matrix for wiki engines.*

Based on Table 3, MediaWiki is the obvious choice. In fact, MediaWiki and TikiWiki were much closer considering them in details. For example, TikiWiki has a very agile referencing system, whereas MediaWiki is much easier to administer primarily because TikiWiki has also a very agile, but requiring permission-based model of access. Also, MediaWiki is the most popular wiki engine which powers Wikipedia, for example, and this makes it more familiar to the end user. Because of these considerations, MediaWiki is the wiki engine of choice for constructing the APE Wiki.

4.5.3 Implementation

The latest stable version of MediaWiki, 1.24.2 at the time of writing, was deployed to a hosting provider. The APE Wiki can be found on http://patterns.freehosting.bg/mw.

The APE Wiki is organized using a left hand side menu and using categories. The left hand side menu provides a quick way to go to the part of the APE Wiki that is needed. Some of the options there are links to category pages which act as a catalogue for the category e.g. every cloud applicability category is represented in the menu and the link points to the category page for the respective cloud applicability category. Other pages present through text the information; for example, the page on the CATAP uses the table used in this report as a starting point and gives some background on what the CATAP is.
MediaWiki templates help ensure consistency and compliance to the pattern form. The pattern as a whole, using the full pattern form (FPF) shown on Figure 10. The FPF is definitely not minimal which contradicts PF_REQ3 – the pattern form needs to be kept minimal. Having that separation, though, allows for extracting a shortened pattern form which can be used to depict only cloud considerations and differences appearing in cloud – this abbreviated pattern form is in fact Artefact 3 for this research. This abbreviated form is presented in the next section.

is presented on the page http://patterns.freehosting.bg/mw/index.php/Template:Pattern. Then, the relevant information on that page is used to create 2 pages presenting a subset of the form – one page is concentrated on the architectural pattern from a traditional perspective and another page focuses on the cloud perspective; the latter uses the form defined in Artefact 3 defined in the template that can be found on http://patterns.freehosting.bg/mw/index.php/Template:Pattern_cloud.

To ensure consistent referencing, another template has also been defined – http://patterns.freehosting.bg/mw/index.php/Template:RefDef.

Finally, all characteristics discussed so far are also described in separate pages as considering their important role in describing the architectural patterns their meaning must be as clear as possible.

Due to hosting restrictions some of the ideas regarding the APE Wiki could not be implemented e.g. Infobox (Wikipedia, 2014b) and advanced citation mechanisms.

Another important note is that at the time of writing of this report, APE Wiki did not contain all the information gathered during the research. This is due to the time limitation for performing thesis defense.
5 Demonstration

The Demonstration activity is centred on using the artefacts produced in the Design and Development stage. The aim is to provide a natural step for evaluation and iteration of the design science process.

The following subsections discuss, first, how demonstration was carried out in this research and, second, potential strategies for extension and improvement of the process.

5.1 Demonstration in this research

Essentially 2 ways of demonstration are used in the research – demonstration through creation, and the APE Wiki.

Demonstration through creation can be thought of as a special kind of demonstration, because the artefacts’ information is to a significant extent based on actual usage. In particular, case studies – descriptions of real-life systems’ architecture in online resources such as technical blogs (Netflix, 2015) and also scientific resources (Hu, et al., 2013) – largely contributed to the creation of the main and supplementary research artefacts. In that sense, the link between the demonstration through usage and the artefacts created is reverse, but it builds credibility and is motivated by the nature of the study.

The design science process emphasizes the importance of the Demonstration stage as it is the bridge to iterative improvement of the created artefacts. The APE wiki apart from a central artefact is in fact also the primary Demonstration activity – basically, the APE Wiki is the media showcasing all created artefacts and its aim is to reach to the practitioners – the biggest group of evaluators for the utility of the artefacts. The APE Wiki is an effective demonstration strategy as it is an available to the public online artefact. The implementation of that strategy, though, was limited due to insufficient time – the biggest limitation is in the area of gaining community engagement.

5.2 Options for extension

In the scope of this thesis work the demonstration is somewhat limited by a number of factors ruling out several potential demonstration strategies or implementation details. The next paragraphs discuss the most prominent of these strategies in order to outline potential pathways for improving the research.

The most natural option for extension is actively engaging the pattern community. An example, which could directly use the results of this paper, is to publicize APE Wiki which fell out of the scope of this thesis work due to time limitations. The opportunity to actively engage the community through the APE Wiki is extremely valuable, considering that constructive communication through wiki pages is natural for the pattern community. For the pattern community to actively improve the artefacts and to share thoughts on different aspects of them through APE Wiki facilitated discussions are just examples of the possibilities APE Wiki
Demonstration provides. All in all, actively engaging the community ties in the Demonstration activity with the Evaluation activity and provides a direct path to design science process iterations through feedback. Even neglecting the initial effort of attracting the community’s attention, such an enterprise would require a dedicated and active way of communication with the community which, unfortunately, was not feasible in the scope of the thesis work. Nevertheless, this is undoubtedly the best option for demonstration, validation, and evaluation of the results and a natural bridge to making the research process implementation stronger. First of all, though, APE Wiki at the time of the writing of this report, APE Wiki does not contain all information gathered during this research and this needs to be addressed first.

Another candidate for a demonstration strategy is to use a field study. An example would be to take a number of professionals familiar with the traditional architectural patterns, assign to them a real-world problem that they need to solve through architecting a cloud system by learning about the cloud way of architecting through the artefacts of this thesis. The problem with this approach is that it requires a lot of resources – the professionals would spend time doing that, the resulting system needs to be evaluated for its qualities and how the usage of the artefacts from this thesis affected the resulting system and the knowledge of the professionals creating it.
6 Evaluation

The Evaluation activity deals with “how well the artifact supports a solution to the problem” (Peffers, et al., 2007-8). The Evaluation also ensures the iterative nature of the research process.

The following subsections discuss, first, how evaluation was carried out in this thesis work and, second, discussion of ways the Evaluation stage can be extended and improved.

6.1 Evaluation in this research

Evaluation in this research was carried out along the following 3 axes:

1. Evaluation based on the research objectives;
2. Evaluation of reliability of results;
3. Extensibility and replication of the research process.

These three evaluation axes are discussed in more details in the rest of this subsection.

6.1.1 Evaluation based on the research objectives

First of all, Peffers, et al. (2007-8) suggest that the Evaluation stage, depending on the problem could potentially include comparison of the artefact’s functionality with the objectives defined during the second stage of a design science research. Such a comparison is deemed relevant for this research as the research process is intended to provide utility with respect to the objectives defined. Further, considering that 4 inter-connected artefacts were designed during the Design and development stage, an evaluation of these artefacts with respect to the research objectives is important to provide reality check and to ensure the direction of the research is as intended.

Stage 2 in the research process, Definition of solution objectives, identified the following 4 objectives:

RObj1. to pay attention to the reasons why a pattern has transferred, transformed, emerged or became less relevant with respect to the characteristics of the patterns and their suitability for the cloud due to these characteristics;

RObj2. to distinctively present and outline these changes, so that it is clear what the differences are;

RObj3. to allow preservation and inclusion in the pattern description of the information about patterns that has been developed throughout the years and is still relevant;

RObj4. to keep the solution close to practice.

RObj1 is directly related to the construction of the first 2 artefacts, the CATAP and the patterns-to-characteristics mapping. Appendix 1: Cloud applicability taxonomy of architectural patterns (CATAP) provides details about why a pattern
has been classified in a particular cloud applicability category; the discussion in section 4.2 in this report dedicated to constructing the patterns-to-characteristics mapping also provides analysis from the perspective of characteristics; the APE Wiki contains details of the findings of the research.

As for RObj2 and RObj3, using the learnings from already existing pattern forms and extending one such form helps in achieving these 2 objectives the resulting CAPF is an extension to an existing pattern form. Apart from that, the APE Wiki further makes this information publicly available and enables community feedback thus iterations over the research results.

Finally, RObj4 is focused on the utility of the results. Presenting the results in a wiki is arguably one of the most efficient methods to achieve this – the wikis are close to the pattern community (they were invented by the pattern community (Buschmann, et al., 2007b) and a wiki is publicly available and open for collaboration by the community. Another way to ensure RObj4 is the form of presentation. The results are often generalized and condensed in a table or a figure, e.g. Appendix 1: Cloud applicability taxonomy of architectural patterns (CATAP) and Appendix 3: Patterns-to-characteristics mapping – this presentation is suitable for reference purposes for practitioners as a “cheat sheet”.

Considering these points, it can be concluded that overall, the constructed artefacts and the research process follow the directions set in the research objectives.

6.1.2 Evaluation of reliability of the results

In order to evaluate the reliability of the results, this research follows 2 principles: ensure rigour in the research and iteratively re-evaluate the artefacts constructed.

Hevner & Chatterjee (2010a, p. 18) highlight the importance of relying on past knowledge in order to ensure innovation of the results and contribution to the knowledge base, instead of simply performing “routine design”. Considering this research, it recognizes this trait of design science research. An extensive amount of literature was reviewed and was included in the discussion throughout this report. Furthermore, the sources used were of different origins – scientific and non-scientific sources including books, conference reports, technical and personal blogs, technology manuals, wikis and other community-based efforts. This means that different perspectives were taken into account.

Apart from the significance of the sources, evaluation was part of the process during the design of the artefacts as shown in the section Analysis of the CATAP, for example. On the other hand, subsequently designed artefacts also assisted in evaluation of the artefacts they are based on. For example, while implementing the APE Wiki if an artefact was hard to present in the wiki format or position in the information architecture, then this artefact or the information architecture were re-considered as these are issues hindering achieving the research objectives. The results of such evaluation are either intrinsically captured in the final results or explicitly documented in this report thus manifesting the descriptive evaluation method used in the research. This example also illustrates the internal re-iterations performed during artefact construction.
Finally, following the design science research process also helps in achieving rigour as the stages and guidelines highlighted by Peffers, et al. (2007-8) and Hevner & Chatterjee (2010a) promote the scientific research perspective and critical thinking at all times.

### 6.1.3 Extensibility and replication of the research process

This paper attempts to document in a rather extensive manner the steps and the guiding principles which would be needed in order to reproduce the research. Ensuring the research process is well documented is not an evaluation by itself, but is a fundament to replication which would in turn provide evaluation – this is the reason why extensibility and replication of the research process are listed here. Apart from that, documenting the process proved to be an important tool for evaluation of the results through the process perspective as externalizing the process poses a number of questions uncovering potential weaknesses. A consequence of this practice is, for example, the following subsection discussing potential process improvements and extensions.

### 6.2 Options for extension

Similar to the Demonstration stage, a number of factors limiting the scope of this research affected the evaluation performed. The following paragraphs try to outline some of the options available for extending the Evaluation stage – these options were considered during the research process, but could not be included in the research itself. These options are concentrated on the external validity of the results as a gap in this research which needs to be addressed.

As Hevner & Chatterjee (2010a, p. 19) note, “artifacts must be rigorously and thoroughly tested in laboratory and experimental situations before releasing them into field testing along the relevance cycle”. Considering this view, the option of performing a field study, as already discussed in Demonstration, could very well fit into the Evaluation stage.

The other option was also already discussed in the Demonstration section – involving the community to evolve the APE Wiki and therefore the results of the research. This option would allow for a much better implementation of the second principle of evaluation of reliability of the results – iterative re-evaluation.

Both these options are in fact observational evaluation methods. Strengthening these methods and considering the descriptive methods (discussion of scenarios, informed arguments) are already extensively used, this triangulation would overall improve the Evaluation stage of the research.

Finally, how each pattern has been evaluated against the characteristics in Artefact 2 can be elaborated and made explicit, so that to strengthen the replicability of the process. This means providing a set of criteria or questions that should be asked for each of the characteristics and a scale for evaluating the effect of the pattern under consideration.
7 Discussion and Conclusions

This paper looked into how the knowledge about software architectural patterns reacts to the change from a traditional environment to a cloud environment. The report presented first the terminology intended to provide the fundamentals of the subject. Although, this discussion was to some extent extensive, it is justified by the usual confusion coming from the ambiguity of usage of some of the terms in the field and also by the abstractness of the subject.

The rest of this final section discusses and summarizes important aspects of the research process, summarizes the results and outlines potential paths for extending this study.

7.1 Discussion of research method

The design science research process proved to be a valuable choice of a research methodology. The principles, guidelines and prescriptions of the design science research process helped in ensuring a rigorous research and utility of the results. Despite the good fit of the research methodology, a number of weaknesses such as the need for extended Demonstration and Evaluation stages and the lack of external iterations of the study are recognized when the implementation of the process in this research is considered. These weaknesses were already mentioned in the respective sections and, on the positive end, options for their improvement were discussed which is at least some start for a building on the results of this research.

Four research questions were asked in the beginning of the report:

RQ1. How does the existing knowledge on architectural patterns relate to the cloud computing environment?

RQ2. Which characteristics of architectural patterns make them suitable for the cloud environment?

RQ3. How can architectural pattern evolution be documented effectively for usage in the practice?

These were addressed by constructing 4 artefacts:

1. a cloud applicability taxonomy of architectural patterns (CATAP);
2. a pattern-to-characteristics mapping;
3. a pattern form (CAPF);

These artefacts manage to demonstrate in a structured way the results of the research carried out during this thesis work. The artefacts would benefit, though, from external validation such as community engagement through the wiki or field studies revealing how exactly and to what extent these results help practitioners in the knowledge transfer.
7.2 Discussion of findings

An important finding is that the CATAP did not include any Evolution patterns which is a signal for the good maturity of the pattern field.

Another important result from the design of the artefacts is that the move to a cloud context does not “simply” result in a paradigm shift – there are new patterns identified which shows that not only the existing knowledge should be taken from a new perspective but also new knowledge is needed. This opens opportunities for exploring the field or even inventing new patterns which could serve the new environment better.

Another contribution of this thesis to the knowledge base is the patterns-to-characteristics mapping. The literature review did not show other studies which treat architectural patterns in the context of a structured analysis based on both the characteristics and the environment. The mapping, though, is rather general and would benefit from further iterations and further elaborating on documenting the relationships.

7.3 Options for future research

An option for extending the study regarding the CATAP is to make it a pattern language focused on solving a particular problem, building on the suggested taxonomy. As discussed in the literature review there exist methods and frameworks that could potentially use the taxonomy for achieving such a systematic approach, but this is out of the scope of this thesis.

Another option is to re-use the FPF and its relation to CAPF as an example and to apply the same pattern of structuring to other environments of potential interest e.g. embedded systems or mobile development. As shown in this research, concentrating on the special characteristics and effects a specific system environment has on the architectural patterns can reveal interesting and valuable information about the architectural patterns, whereas the structured way of presenting and abstracting the information through the FPF and an APF targeting an environment of interest could help in systemizing that information.

Apart from that, in the spirit of the gaining momentum work on semantic web, it could be interesting to see the artefacts of the research presented as an ontology. There are numerous relations between architectural patterns, patterns and characteristics, characteristics on their own which could be part of a pattern ontology and there already exists research about capturing architectural and pattern knowledge in ontologies (Henninger & Ashokkumar, 2006; Dietrich & Elgar, 2007; Zhao, et al., 2009). MediaWiki, in that regard, is also a good choice as a wiki engine as it has a Semantic MediaWiki extension (Krötzsch & Vrandecic, 2015).

Another way to build on the study presented here is to look at the patterns falling in the Oblivion group and searching for ways to make them more applicable and attractive for the cloud environment – each pattern is valuable on its own and potentially cloud engineering may benefit from having each and any of them at the disposal of cloud system architects.
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<table>
<thead>
<tr>
<th>Terms and Definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Adaptation view</strong></td>
</tr>
<tr>
<td><strong>Architectural design principle</strong></td>
</tr>
<tr>
<td><strong>Architectural pattern</strong></td>
</tr>
<tr>
<td><strong>Architectural Patterns’ Evolution (APE) Wiki</strong></td>
</tr>
<tr>
<td><strong>Architectural view</strong></td>
</tr>
<tr>
<td><strong>Broad network access</strong></td>
</tr>
<tr>
<td><strong>Cloud (computing) environment</strong></td>
</tr>
<tr>
<td><strong>Cloud abbreviated pattern form (CAPF)</strong></td>
</tr>
</tbody>
</table>
| **Cloud applicability categories** | These are 4 groups defining categories of architectural pattern depending on whether and how they can be used in a cloud computing environment. The cloud applicability categories are: Transfer (applicable without changes), Evolution (applicable through significant adaptation), Innovation (completely new patterns that
<table>
<thead>
<tr>
<th>Terms and Definitions</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud applicability taxonomy of architectural patterns (CATAP)</td>
<td>Artefact 1 in this report. A taxonomy of architectural patterns classifying architectural patterns into cloud applicability categories</td>
</tr>
<tr>
<td>Cloud application architectural pattern (CAAP)</td>
<td>An architectural pattern suitable for building cloud-native applications</td>
</tr>
<tr>
<td>Cloud architectural pattern</td>
<td>An architectural pattern considered in a cloud context</td>
</tr>
<tr>
<td>Cloud computing</td>
<td>“A model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction.” (NIST: Mell &amp; Grance, 2011)</td>
</tr>
<tr>
<td>Cloud computing consumer</td>
<td>A person or an organization which rents cloud computing resources from a cloud computing vendor.</td>
</tr>
<tr>
<td>Cloud computing vendor</td>
<td>A person or an organization which owns, defines, maintains, and rents out cloud computing resources to cloud computing consumers.</td>
</tr>
<tr>
<td>Cloud infrastructural architectural pattern (CIAP)</td>
<td>An architectural pattern that deals with the specific software architectural concerns when building cloud infrastructure</td>
</tr>
<tr>
<td>Cloud infrastructure</td>
<td>“the collection of hardware and software that enables the five essential characteristics of cloud computing” (NIST: Mell &amp; Grance, 2011, p. 2)</td>
</tr>
<tr>
<td>Cloud-native application</td>
<td>A system deployed to the cloud, utilizing the specific cloud characteristics</td>
</tr>
<tr>
<td>Community cloud</td>
<td>A cloud deployment model. “The cloud infrastructure is provisioned for exclusive use by a specific community of consumers from organizations that have shared concerns […] It may be owned, managed, and operated by one or more of the organizations in the community, a third party, or some combination of them, and it may exist on or off premises” (NIST: Mell &amp; Grance, 2011, p. 2)</td>
</tr>
<tr>
<td>Terms and Definitions</td>
<td></td>
</tr>
<tr>
<td>-----------------------</td>
<td></td>
</tr>
<tr>
<td><strong>Component Interaction view</strong></td>
<td>An architectural view used in Avgeriou &amp; Zdun’s architectural pattern language (2005). It focuses on communication through messages which also preserves the components’ autonomy</td>
</tr>
<tr>
<td><strong>Data Flow view</strong></td>
<td>An architectural view used in Avgeriou &amp; Zdun’s architectural pattern language (2005). It looks into how a system’s components can sequentially process and transform data streams</td>
</tr>
<tr>
<td><strong>Data-centred view</strong></td>
<td>An architectural view used in Avgeriou &amp; Zdun’s architectural pattern language (2005). It is concerned with utilizing a central repository of data accessible by multiple components</td>
</tr>
<tr>
<td><strong>Design pattern</strong></td>
<td>A design pattern provides “a scheme for refining the subsystems or components of a software system, or the relationships between them. It describes a commonly-recurring structure of communicating components that solves a general design problem within a particular context” (Buschmann, et al., 1996). It affects only a part of a system and is considered during implementation.</td>
</tr>
<tr>
<td><strong>Design science research</strong></td>
<td>“A research paradigm in which a designer answers questions relevant to human problems via the creation of innovative artifacts, thereby contributing new knowledge to the body of scientific evidence. The designed artifacts are both useful and fundamental in understanding that problem” (Hevner &amp; Chatterjee, 2010a)</td>
</tr>
<tr>
<td><strong>Design science research methodology (DSRM)</strong></td>
<td>A methodology designed by Peffers et al. (2007-8) in order to provide a systematic way of applying design science research in practice</td>
</tr>
<tr>
<td><strong>Distribution view</strong></td>
<td>An architectural view used in Avgeriou &amp; Zdun’s architectural pattern language (2005). It looks into systems as distributed in a networked environment</td>
</tr>
<tr>
<td><strong>Full pattern form (FPF)</strong></td>
<td>A pattern form designed during the design of Artefact 3, the Cloud abbreviated pattern form (CAPF). It is based on standard widely-used pattern forms and extends them with additional information about the cloud context</td>
</tr>
<tr>
<td><strong>Hybrid cloud</strong></td>
<td>A cloud deployment model. “The cloud infrastructure is a composition of two or more distinct cloud infrastructures (private, community, or public) that remain unique entities, but are bound together by standardized or</td>
</tr>
<tr>
<td>Term</td>
<td>Definition</td>
</tr>
<tr>
<td>------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Terms and Definitions</td>
<td></td>
</tr>
<tr>
<td>proprietary technology that enables data and application portability” (NIST: Mell &amp; Grance, 2011, p. 2)</td>
<td></td>
</tr>
<tr>
<td>Idiom</td>
<td>A language-level pattern describing “how to implement particular aspects of components or the relationships between them using the features of the given language” (Buschmann, et al., 1996)</td>
</tr>
<tr>
<td>Infrastructure as a Service (IaaS)</td>
<td>A cloud service model. Allows the cloud computing consumer to “provision processing, storage, networks, and other fundamental computing resources” (NIST: Mell &amp; Grance, 2011, p. 2)</td>
</tr>
<tr>
<td>Language Extension view</td>
<td>An architectural view used in Avgeriou &amp; Zdun’s architectural pattern language (2005). It looks at the system as a part of the external world which it communicates with through a form of abstraction</td>
</tr>
<tr>
<td>Layered view</td>
<td>An architectural view used in Avgeriou &amp; Zdun’s architectural pattern language (2005). It looks into a system in terms of how it can be structured as interacting parts</td>
</tr>
<tr>
<td>Measured service</td>
<td>An essential cloud computing characteristic. “Cloud systems automatically control and optimize resource use by leveraging a metering capability at some level of abstraction appropriate to the type of service […]. Resource usage can be monitored, controlled, and reported, providing transparency for both the provider and consumer of the utilized service” (NIST: Mell &amp; Grance, 2011, p. 2)</td>
</tr>
<tr>
<td>National Institute of Standards and Technology (NIST)</td>
<td>The US federal technology agency that works with industry to develop and apply technology, measurements, and standards</td>
</tr>
<tr>
<td>On-demand self-service</td>
<td>An essential cloud computing characteristic. “A consumer can unilaterally provision computing capabilities, such as server time and network storage, as needed automatically without requiring human interaction with each service provider.” (NIST: Mell &amp; Grance, 2011, p. 2)</td>
</tr>
<tr>
<td>On-premises deployment</td>
<td>Deployment of a system on owned hardware. Alternative name is in-house deployment.</td>
</tr>
</tbody>
</table>
| Pattern                            | A pattern according to this definition “describes a problem which occurs over and over again in our environment, and then describes the core of the solution to that problem, in such a way that you can use this
### Terms and Definitions

**Pattern evolution**
The changes that a pattern as a description or a template of a solution goes through because of a change in the context, the problems solved or any other external to the pattern factor which the pattern depends on.

**Pattern form**
A predefined structured way of presenting the information about patterns.

**Pattern instance**
A concrete implementation of a pattern.

**Pattern language**
“A network of interrelated patterns that defines a process for resolving software development problems systematically” (Buschmann, et al., 2007b)

**Pattern-to-characteristics mapping**
Artefact 2 in this report. It represents a mapping between architectural patterns and the system characteristics they affect.

**Platform as a Service (PaaS)**
A cloud service model. Gives cloud computing consumers the ability to deploy to the cloud infrastructure and build their own applications on top of a mostly predefined infrastructure (NIST: Mell & Grance, 2011, p. 2)

**Private cloud**
A cloud deployment model. “The cloud infrastructure is provisioned for exclusive use by a single organization comprising multiple consumers (e.g., business units). It may be owned, managed, and operated by the organization, a third party, or some combination of them, and it may exist on or off premises.” (NIST: Mell & Grance, 2011, p. 2)

**Public cloud**
A cloud deployment model. “The cloud infrastructure is provisioned for open use by the general public. It may be owned, managed, and operated by a business, academic, or government organization, or some combination of them. It exists on the premises of the cloud provider” (NIST: Mell & Grance, 2011, p. 2)

**Rapid elasticity**
An essential cloud computing characteristic. “Capabilities can be elastically provisioned and released, in some cases automatically, to scale rapidly outward and inward commensurate with demand” (NIST: Mell & Grance, 2011, p. 2)
<table>
<thead>
<tr>
<th>Terms and Definitions</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resource pooling</td>
<td>An essential cloud computing characteristic. “The provider’s computing resources are pooled to serve multiple consumers using a multi-tenant model, with different physical and virtual resources dynamically assigned and reassigned according to consumer demand” (NIST: Mell &amp; Grance, 2011, p. 2)</td>
</tr>
<tr>
<td>Service-level Agreement (SLA)</td>
<td>A part of a service contract where a service is formally defined. Particular aspects of the service - scope, quality, responsibilities - are agreed between the service provider and the service user (Wikipedia, 2015)</td>
</tr>
<tr>
<td>Software architecture</td>
<td>“fundamental concepts or properties of a system in its environment embodied in its elements, relationships, and in the principles of its design and evolution” (ISO, 2011a)</td>
</tr>
<tr>
<td></td>
<td>“the set of design decisions which, if made incorrectly, may cause your project to be cancelled” (Woods, 2014)</td>
</tr>
<tr>
<td>Software as a Service (SaaS)</td>
<td>A cloud service model. Provides cloud computing consumers with the ability to consume a cloud-running service/application with a very limited possibilities for configuration (NIST: Mell &amp; Grance, 2011, p. 2)</td>
</tr>
<tr>
<td>Software Engineering Institute (SEI)</td>
<td>A US federally funded research and development centre which has initiatives aimed at improving organizations' software engineering capabilities e.g. management and engineering practices, security.</td>
</tr>
<tr>
<td>Software pattern</td>
<td>A cumulative name for a design or an architectural pattern</td>
</tr>
<tr>
<td>Traditional architectural pattern</td>
<td>An architectural pattern considered in a context different from cloud e.g. on-premises solutions.</td>
</tr>
<tr>
<td>Traditional computing model</td>
<td>The traditional computing model encompasses 2 options: (1) to host a system as on-premises deployment, or (2) to use a hosting provider which provides a predefined amount of hardware and software resources either dedicated, or shared with other consumers.</td>
</tr>
<tr>
<td>User Interaction view</td>
<td>An architectural view used in Avgeriou &amp; Zdun’s architectural pattern language (2005). It is concerned with “the runtime structure of components that offer a user interface” (Avgeriou &amp; Zdun, 2005)</td>
</tr>
</tbody>
</table>
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### Appendix 1: Cloud applicability taxonomy of architectural patterns (CATAP)

<table>
<thead>
<tr>
<th>Pattern (Avgeriou &amp; Zdun (2005) view)</th>
<th>Cloud category</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAYERS (Layered view)</td>
<td>Transfer</td>
<td>Not just transfers but becomes almost a requirement for an application to be considered a true cloud application</td>
</tr>
<tr>
<td>INDIRECTION LAYER (Layered view)</td>
<td>Transfer</td>
<td>Grows in importance especially for hybrid systems and systems moving to cloud in which cases may often function as a BROKER. Called Data Access component in (Fehling, et al., 2014c, pp. 188-193); Data Abstractor is a variant (pp. 194-196)</td>
</tr>
<tr>
<td>BATCH SEQUENTIAL (Data-flow view)</td>
<td>Transfer</td>
<td>Grows in importance and more applicable. The good scalability and parallelism are a good match for cloud environments. By using message-oriented middleware and different message delivery strategies which are available in cloud (Fehling, et al., 2014b, pp. 136-150; @KenTamagawa, et al., 2012), some of its drawbacks can be overcome.</td>
</tr>
<tr>
<td>PIPES AND FILTERS (Data-flow view)</td>
<td>Transfer</td>
<td>Same as BATCH SEQUENTIAL</td>
</tr>
<tr>
<td>SHARED REPOSITORY (Data-centred view)</td>
<td>Transfer</td>
<td>It has many possible use cases. Still a consideration it can be a bottleneck in the system, but this is not a change compared to traditional environments. Fehling, et al. (2014c, p. 182) even discuss it in a combination with PIPES AND FILTERS.</td>
</tr>
<tr>
<td>ACTIVE REPOSITORY (Data-centred view)</td>
<td>Transfer</td>
<td>Based on SHARED REPOSITORY. The pattern has its advantages and popular scenarios such as push notifications are based on it, thus applicable for cloud.</td>
</tr>
<tr>
<td>BLACKBOARD (Data-centred view)</td>
<td>Transfer</td>
<td>Hard to decide in between Transfer and Oblivion; Transfer for the applicability in the emerging Internet of Things as a public storage for devices as knowledge sources (Hu, et al., 2013).</td>
</tr>
<tr>
<td>INTERCEPTOR (Adaptation view)</td>
<td>Transfer</td>
<td>The pattern is part of the Transfer group as it provides an important aspect of a cloud scenario – updating the system. As a cloud system is usually expected to operate 24/7 downtime</td>
</tr>
</tbody>
</table>
for updates is not tolerated and interceptor can help with a dynamic, gradual and controlled release of new services to the customers. It can be combined with REFLECTION

<table>
<thead>
<tr>
<th>Pattern Name</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MODEL-VIEW-CONTROL (User Interaction view)</td>
<td>Transfer</td>
<td>The three patterns in the User Interaction share the same considerations. The user interaction part of a system is usually a loosely-coupled component (usually a thin client containing only user interface) or even a semi-autonomous sub-system having its own architecture (thick client, containing user interface, application logic and even data model). Different technological solutions (programming frameworks and libraries) have been designed to address the considerations of user interaction in full which introduces a two-way dependency of architectural and implementation decisions – team knowledge and competencies may have bigger impact on architectural decisions than purely architectural concerns; such frameworks also often predispose for a specific way of communication thus a specific Component interaction view pattern. Considering the architectural part, an important design decision is how the application logic and interface logic are separated and what is communicated between them – all these three patterns support different scenarios and are applicable depending on the case.</td>
</tr>
<tr>
<td>PRESENTATION-ABSTRACTION-CONTROL (User Interaction view)</td>
<td>Transfer</td>
<td></td>
</tr>
<tr>
<td>C2 (User Interaction view)</td>
<td>Transfer</td>
<td>Although the pattern transfers, there are some limitations imposed on it – synchronous invocations are hardly relevant – blocking resources is costly and fault tolerance is reduced.</td>
</tr>
<tr>
<td>IMPLICIT INVOCATION (Component Interaction view)</td>
<td>Transfer</td>
<td>The combination with SHARED REPOSITORY and the loose coupling the pattern promotes are valuable in the cloud environment. Popular scenarios such as push notifications are based on this pattern.</td>
</tr>
<tr>
<td>PUBLISH-SUBSCRIBE (Component Interaction view)</td>
<td>Transfer</td>
<td>Almost a standard for cloud applications as it supports location-agnostic and fault tolerant systems</td>
</tr>
<tr>
<td>MESSAGE QUEUING (Distribution view)</td>
<td>Transfer</td>
<td></td>
</tr>
<tr>
<td>COMMAND QUERY RESPONSIBILITY SEGREGATION</td>
<td>Innovation</td>
<td>Completely new; enables using elasticity for providing better performance</td>
</tr>
<tr>
<td>MICROKERNEL (Adaptation view)</td>
<td>Oblivion</td>
<td>Although the ideas of MICROKERNEL could be used in a cloud scenario, the INTERCEPTOR pattern is less complex and emphasizes on building upon a framework which</td>
</tr>
</tbody>
</table>
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usually is the case for service-oriented systems thus applicable for many cloud systems, rather than a system kernel.

<table>
<thead>
<tr>
<th>REFLECTION (Adaptation view)</th>
<th>Oblivion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Although the pattern could potentially be used in cloud e.g. in a combination with an INTERCEPTOR or in the architecture of sub-systems, it may be harder to control, analyse and troubleshoot a cloud system build with it. Still, it could be considered on the border of Transfer and Oblivion, but in this study it is considered to slightly better fit in Oblivion.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>EXPLICIT INVOCATION (Component Interaction view)</th>
<th>Oblivion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Being in the Oblivion group for this pattern does not mean it is not used – if a system has both a cloud and a non-cloud parts e.g. mobile applications using cloud-based services, these communicate through EXPLICIT INVOCATION, but this is a consequence of the way Internet works. In that case the communication is usually asynchronous as network latency, reliability and even availability is highly unpredictable, which affects user experience (see the patterns from the User Interaction view for the important of user experience). Within the cloud parts of a system, tying components tightly and especially dependent on location is undesirable due to resource pooling and often lack of node-based availability (Fehling, et al., 2014c, pp. 95-97) guarantee.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CLIENT-SERVER (Component Interaction view)</th>
<th>Oblivion</th>
</tr>
</thead>
<tbody>
<tr>
<td>A variant of the EXPLICIT INVOCATION pattern (see its comments, the mobile application in the example acts as a CLIENT and the cloud-part acts as a SERVER). If the location of the components is not hard-wired (Avgeriou &amp; Zdun, 2005, p. 31) it has some potential for usage, but this is still not enough ground to be in Transfer. The CLIENT-SERVER pattern, though, poses an important concern to think about – what is part of the CLIENT and what is part of the SERVER, how the communication between them happens. This is also covered in the comments about the patterns in the User Interaction view.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PEER-TO-PEER (Component Interaction view)</th>
<th>Oblivion</th>
</tr>
</thead>
<tbody>
<tr>
<td>A variant of the EXPLICIT INVOCATION. Although possible to use and in sync with the dynamic nature of cloud resources, it can be too complex and inefficient.</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BROKER (Distribution view)</th>
<th>Oblivion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Still possible to implement but MESSAGE QUEUING is preferred.</td>
<td></td>
</tr>
<tr>
<td>REMOTE PROCEDURE CALLS (Distribution view)</td>
<td>Oblivion</td>
</tr>
</tbody>
</table>
Appendix 2: Relevance matrix for the characteristics defined in (ISO/IEC 25010:2011, 2011b)

Note: The characteristics in bold are the main eight characteristics in ISO/IEC 25010:2011, whereas the characteristics beneath them are their related subcharacteristics (ISO/IEC 25010:2011, 2011b).

<table>
<thead>
<tr>
<th>(Sub)Characteristic</th>
<th>Description</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Functional suitability</strong></td>
<td>degree to which a product or system provides functions that meet stated and implied needs when used under specified conditions</td>
<td>The characteristic is important for a product and defines user acceptance, but it is not relevant for the research presented here</td>
</tr>
<tr>
<td>Functional completeness</td>
<td>degree to which the set of functions covers all the specified tasks and user objectives</td>
<td>See the parent characteristic</td>
</tr>
<tr>
<td>Functional correctness</td>
<td>degree to which a product or system provides the correct results with the needed degree of precision</td>
<td>See the parent characteristic</td>
</tr>
<tr>
<td>Functional appropriateness</td>
<td>degree to which the functions facilitate the accomplishment of specified tasks and objectives</td>
<td>See the parent characteristic</td>
</tr>
<tr>
<td><strong>Performance efficiency</strong></td>
<td>performance relative to the amount of resources used under stated conditions</td>
<td>This characteristic is discussed through its subcharacteristics.</td>
</tr>
<tr>
<td>Time behaviour</td>
<td>degree to which the response and processing times and throughput rates of a product or system, when performing its functions, meet requirements</td>
<td>These two characteristics are merged as Performance in the discussions in this paper as the effect of these on the level of pattern abstraction is hard to assess alone - they are rather dependent on particular system implementation. The view on Resource utilization is in fact one of the reasons to have the notion of cloud-native applications.</td>
</tr>
<tr>
<td>Resource utilization</td>
<td>degree to which the amounts and types of resources used by a product or system, when performing its functions, meet requirements</td>
<td></td>
</tr>
<tr>
<td>Capacity</td>
<td>degree to which the maximum limits of a product or system parameter meet requirements</td>
<td>In this paper, Capacity is replaced with Scalability as it can be qualified for patterns. For cloud-native applications Elasticity (as in rapid elasticity) is the more proper term as it denotes dynamic scalability.</td>
</tr>
<tr>
<td><strong>Compatibility</strong></td>
<td><strong>Compatibility</strong></td>
<td>This characteristic is discussed through its subcharacteristics</td>
</tr>
<tr>
<td>-------------------</td>
<td>-------------------</td>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Co-existence</strong></td>
<td><strong>Co-existence</strong></td>
<td>Usually cloud consumers share resources with other consumers on infrastructural level - usually the term multi-tenancy is used. Multi-tenancy is an important concept for cloud applications as well - system customization needs to be controlled on a logical system level, rather than on a deployment level as the support story for cloud consumers providing cloud systems to their users is rather complex and with high costs.</td>
</tr>
<tr>
<td><strong>Interoperability</strong></td>
<td><strong>Interoperability</strong></td>
<td>A characteristic of interest</td>
</tr>
<tr>
<td><strong>Usability</strong></td>
<td><strong>Usability</strong></td>
<td>This characteristic overall, although as tendency shows is very important for user adoption and product success is not strongly influenced by patterns.</td>
</tr>
<tr>
<td><strong>Appropriateness</strong></td>
<td><strong>Appropriateness</strong></td>
<td>Not applicable, see the Usability parent characteristic</td>
</tr>
<tr>
<td>Recognizability</td>
<td>Recognizability</td>
<td>Not applicable, see the Usability parent characteristic</td>
</tr>
<tr>
<td><strong>Learnability</strong></td>
<td><strong>Learnability</strong></td>
<td>Not applicable, see the Usability parent characteristic</td>
</tr>
<tr>
<td><strong>Operability</strong></td>
<td><strong>Operability</strong></td>
<td>Not applicable, see the Usability parent characteristic</td>
</tr>
</tbody>
</table>
### Appendices

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Definition</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>User error protection</td>
<td>degree to which a system protects users against making errors</td>
<td>Not applicable, see the Usability parent characteristic</td>
</tr>
<tr>
<td>User interface aesthetics</td>
<td>degree to which a user interface enables pleasing and satisfying interaction for the user</td>
<td>Not applicable, see the Usability parent characteristic</td>
</tr>
<tr>
<td>Accessibility</td>
<td>degree to which a product or system can be used by people with the widest range of characteristics and capabilities to achieve a specified goal in a specified context of use</td>
<td>Not applicable, see the Usability parent characteristic</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reliability</th>
<th>degree to which a system, product or component performs specified functions under specified conditions for a specified period of time</th>
<th>This characteristic is discussed through its subcharacteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maturity</td>
<td>degree to which a system, product or component meets needs for reliability under normal operation</td>
<td>Maturity is hardly influenced by a specific pattern - patterns are solutions tested in time and are mature. Maturity is rather determined by the architectural decisions</td>
</tr>
<tr>
<td>Availability</td>
<td>degree to which a system, product or component is operational and accessible when required for use</td>
<td>Availability is partially dependent on the cloud infrastructure infrastructure, but cloud vendors provide better and better availability guarantees, thus the importance of ensuring availability on a system level grows in importance.</td>
</tr>
<tr>
<td>Fault tolerance</td>
<td>degree to which a system, product or component operates as intended despite the presence of hardware or software faults</td>
<td>Often cited by practitioners as very important for cloud systems; this is understandable as systems operate 24/7 and it is harder for administrators to change a system for a particular tenant independently.</td>
</tr>
<tr>
<td>Recoverability</td>
<td>degree to which, in the event of an interruption or a failure, a product or system can recover the data directly affected and re-establish the desired state of the system</td>
<td>Similar to Fault tolerance, the system should preferrably be able to recover automatically.</td>
</tr>
<tr>
<td>Category</td>
<td>Description</td>
<td>Notes</td>
</tr>
<tr>
<td>----------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Security</strong></td>
<td><strong>degree to which a product or system protects information and data so that persons or other products or systems have the degree of data access appropriate to their types and levels of authorization</strong></td>
<td>Security's such characteristics are hardly related to the choice of a system pattern, but are rather dependent on technology and implementation. On the other hand, system architecture also has some impact on security, considering e.g. potential attack areas.</td>
</tr>
<tr>
<td>Confidentiality</td>
<td>degree to which a product or system ensures that data are accessible only to those authorized to have access</td>
<td>Not applicable, see the Security parent characteristic</td>
</tr>
<tr>
<td>Integrity</td>
<td>degree to which a system, product or component prevents unauthorized access to, or modification of, computer programs or data</td>
<td>Not applicable, see the Security parent characteristic</td>
</tr>
<tr>
<td>Non-repudiation</td>
<td>degree to which actions or events can be proven to have taken place, so that the events or actions cannot be repudiated later</td>
<td>Not applicable, see the Security parent characteristic</td>
</tr>
<tr>
<td>Accountability</td>
<td>degree to which the actions of an entity can be traced uniquely to the entity</td>
<td>Not applicable, see the Security parent characteristic</td>
</tr>
<tr>
<td>Authenticity</td>
<td>degree to which the identity of a subject or resource can be proved to be the one claimed</td>
<td>Not applicable, see the Security parent characteristic</td>
</tr>
<tr>
<td><strong>Maintainability</strong></td>
<td><strong>degree of effectiveness and efficiency with which a product or system can be modified by the intended maintainers</strong></td>
<td>This characteristic is discussed through its subcharacteristics</td>
</tr>
<tr>
<td>Modularity</td>
<td>degree to which a system or computer program is composed of discrete components such that a change to one component has minimal impact on other components</td>
<td>Modularity is loose-coupling on a system level; as discussed this is an essential characteristic for distributed system such as cloud-native applications</td>
</tr>
<tr>
<td>Reusability</td>
<td>degree to which an asset can be used in more than one system, or in building other assets</td>
<td>A characteristic of interest</td>
</tr>
</tbody>
</table>
### Appendices

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Definition</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Analysability</strong></td>
<td>Degree of effectiveness and efficiency with which it is possible to assess the impact on a product or system of an intended change to one or more of its parts, or to diagnose a product for deficiencies or causes of failures, or to identify parts to be modified</td>
<td>Complementary to Modularity, Analysability is important for cloud-native systems as they have complex distribution and localizing a specific problem or change impact and considering the scenarios for coping with that should be as easy as possible.</td>
</tr>
<tr>
<td><strong>Modifiability</strong></td>
<td>Degree to which a product or system can be effectively and efficiently modified without introducing defects or degrading existing product quality</td>
<td>A characteristic of interest</td>
</tr>
<tr>
<td><strong>Testability</strong></td>
<td>Degree of effectiveness and efficiency with which test criteria can be established for a system, product or component and tests can be performed to determine whether those criteria have been met</td>
<td>A characteristic of interest</td>
</tr>
<tr>
<td><strong>Portability</strong></td>
<td>Degree of effectiveness and efficiency with which a system, product or component can be transferred from one hardware, software or other operational or usage environment to another</td>
<td>Based on the discussions for its subcharacteristics, Portability will be discussed in terms of deployability and extent to which a system can potentially switch cloud providers.</td>
</tr>
<tr>
<td><strong>Adaptability</strong></td>
<td>Degree to which a product or system can effectively and efficiently be adapted for different or evolving hardware, software or other operational or usage environments</td>
<td>The cloud environment is homogeneous and levels of abstraction limit the need for adaptation. Adaptability is a concern if switching between cloud vendors but this can be problematic as there is no standardization currently (McKendrick, 2011; Pramod, et al., 2013).</td>
</tr>
<tr>
<td><strong>Installability</strong></td>
<td>Degree of effectiveness and efficiency with which a product or system can be successfully installed and/or uninstalled in a specified environment</td>
<td>Installability in the case of cloud can be replaced with Deployability, which is an important story for releasing a cloud-native system, but is not dependent on patterns.</td>
</tr>
<tr>
<td><strong>Replaceability</strong></td>
<td>Degree to which a product can replace another specified software product for the same purpose in the same environment</td>
<td>Not applicable for cloud applications.</td>
</tr>
</tbody>
</table>
### Appendix 3: Patterns-to-characteristics mapping

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Cloud category</th>
<th>Performance</th>
<th>Elasticity (Scalability)</th>
<th>Multi-tenancy</th>
<th>Interoperability</th>
<th>Availability</th>
<th>Fault-tolerance</th>
<th>Recoverability</th>
<th>Modularity</th>
<th>Reusability</th>
<th>Analysability</th>
<th>Modifiability</th>
<th>Testability</th>
<th>Portability</th>
<th>Security</th>
<th>Location transparency</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAYERS</td>
<td>Transfer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INDIRECT LAYER</td>
<td>Transfer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BATCH SEQUENTIAL</td>
<td>Transfer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PIPES AND FILTERS</td>
<td>Transfer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SHARED REPOSITORY</td>
<td>Transfer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACTIVE REPOSITORY</td>
<td>Transfer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BLACKBOARD</td>
<td>Transfer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INTERCEPTOR</td>
<td>Transfer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IMPLICIT INVOCATION</td>
<td>Transfer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PUBLISH-SUBSCRIBE</td>
<td>Transfer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MESSAGE QUEUING</td>
<td>Transfer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CQRS</td>
<td>Innovation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MICROLAYER</td>
<td>Oblivion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REFLECTION</td>
<td>Oblivion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EXPLICIT INVOCATION</td>
<td>Oblivion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CLIENT-SERVER</td>
<td>Oblivion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEER-TO-PEER</td>
<td>Oblivion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BROKER</td>
<td>Oblivion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>REMOTE PROCEDURE CALLS</td>
<td>Oblivion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>LEGEND</th>
<th>Cloud Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Traditional environment</td>
</tr>
<tr>
<td>support</td>
<td>enhance</td>
</tr>
<tr>
<td>neutral</td>
<td></td>
</tr>
<tr>
<td>hinders</td>
<td>diminish</td>
</tr>
</tbody>
</table>
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Appendix 4: LAYERS pattern documented using Artefact 3, a pattern form

Name: LAYERS (cloud) (Avgeriou & Zdun, 2005)

Context
The cloud environment is largely distributed and benefits from component decoupling. This means that in general the LAYERS pattern is a very potent choice for most cloud systems.

Problem
A system is being designed with functionalities which require both low- and high-level functionalities to be implemented in order to operate, because the environment on which the system is running does not provide services to make the high-level tasks easier to implement easily. Typically, this means that the communication flows from the higher level of abstraction to the lower level as a request and goes back to the higher level as a response.

In a cloud environment often a system should use a number of services provided by the cloud vendor. These services often have alternatives and also they evolve on their own - these dependencies need to be isolated so that changes in these external services would not affect the system operation.

Also, cloud environments in general enforces a layered thinking as the cloud platform services are decomposed into logical entities and their integration naturally happens in a layered manner.

The LAYERS pattern also helps in achieving elasticity, because the different layers could be scaled separately. Scalability is a common problem for systems built for cloud as they usually need to operate on a global big scale and the option to use a virtually unlimited amount of resources is very attractive and needed.

Solution
The LAYERS pattern is very simple on a conceptual level – decompose the application into logical layers, each containing components on the same abstraction level and allow, in the strict case, only adjacent layers to communicate with each other. That way, layers from lower-level provide services to higher-level layers.

Microsoft Azure (Microsoft Corporation, 2015), Heroku (Heroku, Inc., 2015), AppHarbor (AppHarbor, 2015) provide the notion of internet-connected and internet-disconnected resources (called web and worker roles, web and worker dynos, web and background workers respectively) – the former are connected to the Internet and serve as a web server processing web requests, whereas the latter are intended, for example, for intensive, potentially asynchronous business processing and running services in the background like an application server. This may help implementing layering in terms of cohesion - components serving web requests are separated from the operational components - and security - Internet-connected resources are more vulnerable to attacks.

Considering also that every cloud vendor has a number of different data services e.g. relational and NoSQL databases, in-memory databases, replication and backup,
constructing a data layer which can abstract data-related tasks away from the rest of the system can be rather beneficial. Considering systems which may not be very processing intensive but serve a lot of end users, separating a presentational layer on internet-connected resources can also be largely beneficial, because of the potential for scaling.

**Consequences**

**Positives**
Essentially, cloud systems using LAYERS benefit most from the support for scalability as each layer can be scaled horizontally independently. As a side effect, enhancing the scalability also enhances the availability of the system overall as the operational scaled instances of components can act as failover instances in case of a failure.

**Negatives**
No significant changes to the traditional pattern.
Performance concerns may be slightly softened because of the better scalability.
On the other hand, recoverability could be slightly harder because of the dynamic system environment and the limited control over it from the system maintainer.

**Other considerations**
No significant changes to the traditional pattern.
The effect on the cost can be slightly softened as often cloud resources are cheaper because of economy of scale.

**Relations to other patterns**
Two adjacent LAYERS can be considered as a CLIENT-SERVER pair, the higher layer being the client and the lower layer being the server. (Avgeriou & Zdun, 2005)

Similarly the PRESENTATION-ABSTRACTION-CONTROL pattern can also be thought in terms of LAYERS (Buschmann, et al., 1996).

A MICROKERNEL is also a layered architecture with three LAYERS: external servers, the microkernel, and internal servers.

An INDIRECTION LAYER pattern can be thought of as a two- or three-layered system, where one of the layers abstracts the layer beneath it.

The patterns PIPES AND FILTERS and SHARED REPOSITORY are somewhat opposite to the LAYERS pattern as all components in them should be on the same level of abstraction. On the hand, LAYERS can successfully be internally in these two patterns (Avgeriou & Zdun, 2005)