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This thesis consists of three individual studies and a common introduction. 
Albeit distinct and self-contained, all studies are devoted to how and why trade 
flows adjust according to characteristics of markets and attributes of links bet-
ween markets. The studies build on the idea that questions related to how and 
why different characteristics of markets and links affect trade flows are insepara-
ble from questions pertaining to which components of trade flows they alter.
	 The first study adheres to the export decision of individual firms and focuses 
on the role of product variety for firms’ exports from a two-pronged perspective: 
(i) as an attribute of firms that pertains to their potential to recover destina-
tion-specific fixed costs of entry and thus the geographical scope of their export 
activities and (ii) as a component of firms’ export flows that adjusts across de-
stination markets. The second study is devoted to an analysis of how the mag-
nitude of the fixed entry costs firms incur by entering foreign markets is related 
to characteristics of the link between the origin and the destination market. It 
proposes a coupling between familiarity and the size of fixed entry costs, such 
that familiarity should primarily affect trade flows by affecting the number of 
exporting firms (the extensive margin). The third study analyzes the relations-
hip between technology specialization and export specialization across regions 
and how the correspondence between the technology specialization in origin 
and destination alters the quality of the commodities being traded. A gravity 
model is augmented with technology specialization variables (based on citation-
weighed patent data) and their effect on aggregate export values and prices is 
estimated.  
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these are precisely the questions that have occupied economists for over 150 
years2.  
 
1.2 The aim and focus of the thesis    

 
This thesis, Disentangling Trade Flows – geography, firms and technology, is first 
and foremost about the third question. The analyses are primarily devoted 
to how countries trade with different destination markets. As would be 
indicated by the hypothetic map, a striking feature of trade flows is indeed 
their variation – both in terms of composition and size – amongst markets. 
These variations imply that trade flows adjust according to characteristics of 
markets and attributes of the link between them. An understanding of these 
adjustments is imperative for the general analysis of trade and spatial 
economic interdependencies. The overall aim of this thesis is to contribute to 
this understanding. 

Albeit distinct and self-contained, all papers in the thesis build on the 
idea that questions related to how and why different characteristics of 
markets and links affect trade flows are inseparable from questions 
pertaining to which components of trade flows they alter. Trade flows can be 
large for a variety of reasons. Disparities in the magnitude of a country’s 
export flows between destination markets can for example be ascribed to 
differences in (i) the number of exporters, (ii) the magnitude of firms’ export 
sales, (iii) the variety of export flows and (iv) the quality of the commodities 
being exported. The same principle applies to exports flows of individual 
firms. This means that there are plentitude of mechanisms through which 
trade flows can adjust. In analyses of aggregate trade flows, these 
mechanisms are concealed. As a result, ambiguities remain regarding how 
and why various factors affect trade flows. It has for example been known 
for years that familiarity with a foreign culture and language augments 
trade. Yet, the mechanisms behind this effect have been open to debate.  

By analyzing detailed trade data and decomposing aggregate trade 
flows into different components the analyses in the thesis add to the 
understanding of the mechanisms behind the variation of trade flows across 
markets. The first paper in the thesis, Product Variety and the Magnitude and 
Geographical Scope of Firms’ Exports, adheres to the export decision of 
individual firms. The unit of analysis is firms and their respective exports to 

                                                                                                                   
source of prosperity and provided societies with new products, new ideas and new 
technology (see inter alia Braudel 1982, Jacobs 1969, Birdzell & Rosenberg 1986).  
2 The study of international trade remains one of the largest and most popular fields 
in economics.    
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different destinations. The paper focuses on the role of product variety for 
firms’ exports from a two-pronged perspective: (i) as an attribute of firms 
that pertains to their potential to recover destination-specific fixed costs of 
entry and thus the geographical scope of their export activities and (ii) as a 
component of firms’ export flows that adjusts to basic variables, such as 
market-size and distance. The firms’ total export sales and their export sales 
per market are decomposed and how different components adjust to 
characteristics of firms and markets is analyzed. The second paper, Entry 
Costs and Adjustments on the Extensive Margin, is devoted to how the 
magnitude of the fixed entry costs firms incur by entering foreign markets is 
related to characteristics of the link between the origin and the destination 
market. It proposes a coupling between familiarity and the size of fixed 
entry costs, such that familiarity should primarily affect trade flows by 
affecting the number of exporting firms. Aggregate unilateral export flows 
are decomposed into (i) an extensive margin (number of exporting firms) 
and (ii) an intensive margin (export volumes per firm). The third and final 
paper in the thesis is titled Technology and the Magnitude and Quality of 
Exports3. This paper analyzes the relationship between technology 
specialization and export specialization across regions and how the 
correspondence between the technology specialization in origin and 
destination alters the quality of the commodities being traded. A gravity 
model is augmented with technology specialization variables (based on 
citation-weighed patent data) and their effect on aggregate export values 
and prices is estimated.   

Each of the papers contains empirical analyses of its research questions 
based on detailed Swedish export data. Moreover, each paper employs the 
basic structure of gravity equations as a tool in the empirical analyses.  
 
1.3 Purpose and outline of the introduction to the thesis  
 
The purpose of the remainder of this introductory chapter is to provide a 
background to the research issues addressed and explain how each of the 
papers contributes to and are positioned in relation to existing research. It is 
organized in the following fashion: Section 2 presents and explains the 
essential structure of gravity equations which is used as a tool in the 
empirical analyses in each of the papers in the thesis. The section ends with a 
description and motivation of a decomposition methodology that each paper 
makes use of and explains how it can be applied in a gravity-equations 
                                                 
3 This paper is co-authored with Olof Ejermo at the Centre for Innovation, Research and 
Competence in the Learning Economy (CIRCLE), Lund University. 
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context. Section 3 presents the papers in more detail. The background to 
each paper as well as their respective contribution to existing literature is 
explained4.  
 
2. GRAVITY EQUATIONS – TOOLS TO ANALYZE THE SIZE AND 

DIRECTION OF TRADE FLOWS  
 
2.1 The basic structure of gravity equations 
 
Gravity equations are one of the most common models applied to explain 
the volume of trade amongst market pairs. Their basic structure provides an 
intuitive general modeling framework for assessments of how attributes in 
origins and destinations as well as their link affect trade flows. 

The use of gravity equations in trade analyses dates back to the 1960’s5 
and was pioneered by Isard (1960), Tinbergen (1962), Pöynöhen (1963), 
Leontief & Strout (1963) and Linneman (1966). The early motivations for 
gravity equations were based on Newton’s (1687) ‘Law of Universal 
Gravitation’. In its simplest form it states that the volume of trade between 
any pair of markets is proportional to their economic size and inversely 
related to the distance between them. The fundamental results obtained 
from estimations of various forms of gravity specifications – i.e. trade 
between countries increases with their size and decreases with the distance 
between them – have been described by Leamer & Levinsohn (1995) and 
Evenett & Keller (2002) as the most important and robust ones about trade 
flows. 

The general structure of a gravity equation can be described as follows:  
 

(1)  ( , )rs r sx AO D f r sα β=  
  
where rsx  denotes trade flows from origin r to destination s and A is a 
constant of proportionality. Or and Ds represent attributes of origin r and 
destination s. The function ),( srf  describes characteristics of the link 
between r and s. These characteristics may include geographic distance, 
more often than not as a proxy for transportation costs, and characteristics 
pertaining to familiarity. Transport costs and familiarity are however 

                                                 
4 For a discussion of unresolved issues and directions for future research, the reader 
is directed to the concluding section in each of the papers in the thesis. 
5 Thirty years earlier, however, Reilly (1931) analyzed retail trade using gravity 
principles.   
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analytically distinct from each other. The former are the same over a given 
distance regardless of market-pairs, whereas the extent of familiarity 
depends on which markets are at the two ends. In this perspective, transport 
costs are distance-specific whereas familiarity and affinity is link-specific.  

The function ),( srf  can take various functional forms. All papers in 
this thesis apply an exponential function, { }exp rsdλ− , where drs denotes the 

distance between r and s and λ is a parameter describing the impact of 
distance on trade flows (in the empirical applications, this parameter is 
estimated)6. This functional form implies that trade flows are decreasing in 
distance, but at a decreasing rate. With distance as a proxy for transport 
costs, it can intuitively be motivated by transport charges per distance unit 
being more often than not lower for long-distance haulages compared to 
short-distance ones7. Figure 1 (next page) depicts a classic diagram which 
exemplifies how the transport cost associated with different modes of 
transport change with the length of haul. The solid bold line traces the 
cheapest mode of transport for different lengths of haul. The figure 
illustrates that non-linearity between transport charges per distance unit and 
distance can be explained by that the choice of mode of transport, with 
different transport charges, varies depending on the length of haul.  

Gravity equations were initially criticized for lacking theoretical 
foundations (c.f Harrigan 2003, Feenstra et al. 2001), but their basic structure 
can be derived in alternative theoretical frameworks including Ricardian 
(e.g. Eaton & Kortum 1997 & 2002), Heckscher-Ohlin (e.g. Deardoff 1998 and 
Evenett & Kneller 2002) and models based on increasing returns and 
product differentiation (e.g. Anderson 1979, Bergstrand 1985 & 1989 and 
Helpman 1987). Because of this, the empirical success of gravity equations 
per se does not provide support for any particular model of trade. According 
to Feenstra (2004, p.168) “it simply suggests that countries are specialized in 
different products, for whatever reasons”. Moreover, the basic structure of 
gravity equations can also be derived from entropy-maximizing principles 
(see Wilson 1967 & 1970)8. From this perspective, gravity equations – 

                                                 
6 This exponential form also appears when gravity models are derived from entropy-
maximizing principles (see Appendix) and discrete choice (logit) models (see 
Mattsson 1984 and Anas 1983). 
7 This suggests that the relationship between transport charges per distance unit and 
distance is non-linear For instance, if t denotes transport costs and d distance, we 
expect t=f(d) with f´ > 0 and f´´< 0. 
8 The entropy function can be described as a measure of the probability of a system 
being in a particular state. The entropy is proportional to the number of possible 
assignments which give rise to each state. The entropy-maximization procedure is 
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independent of any microeconomic foundations – represent the most 
probable distribution of trade flows between markets. This generality of 
gravity equations vindicates the gravity approach as a general framework9.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. The relationship between transport charges, mode of transport and distance. 
 
Several studies employ gravity specifications to test how different attributes 
of markets and their respective links affect trade flows. Such kinds of studies 
often rely on augmented gravity equations in which specific variables of 
interest are included in addition to regular ones such as Gross Domestic 
Product (GDP) and distance. For instance, Frankel & Rose (2002) estimate 
the importance of currency unions on trade by augmenting a gravity 
equation with dummy variables indicating membership in currency unions. 
MacCallum (1995) investigates the effect of national borders on trade flows 
by testing how Canadian provinces trade with US states compares to their 

                                                                                                                   
then the process of determining the most probable distribution (macrostate) that 
corresponds to the largest possible assignments (microstates) (see e.g. Batten 1983 
and Batten & Boyce 1986). The entropy-maximizing procedure results in a doubly-
constrained gravity model. This type of model is often used to estimate interregional 
commodity flows and trip distributions within and between regions. Similar type of 
gravity models can also be derived from random choice theory (see Anas 1983 and 
Mattson 1984). Some examples of derivations of gravity-like equations are presented 
in the Appendix. 
9 Polenske (1970, 1980) has however shown that a column coefficient input-output 
model in general generates better predictions of interregional commodity flows than 
gravity models.  
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intra-Canadian trade. The author uses a gravity model augmented with 
dummy variables for intra-Canadian trade. Sanyal (2004) augments a gravity 
equation with technology-related variables as attributes of destinations and 
origins and test for their impact on the magnitude of bilateral trade flows. 
Moreover, Huang (2007) employs a gravity specification augmented with 
Hofstede’s (1980) uncertainty aversion index to assess the effect of 
familiarity on trade flows. These examples are, of course, by no means 
exhaustive.  

The vast majority of studies that adhere to gravity formulations analyze 
how aggregate trade flows respond to various characteristics of origins and 
destination and their respective links. In empirical analyzes employing 
gravity equations, for instance, the magnitude of the trade flows from one 
market to another is normally measured either by aggregate export volumes 
or by aggregate export values.  

 
2.2 Disentangling trade flows in a gravity-equations context 
 
Each paper in this thesis makes use of the basic structure of gravity 
equations as a tool in the empirical analyses. In relation to existing studies, 
the papers do not introduce any novel explanatory variables of trade flows10. 
In a gravity-equations context the main novelty is instead that trade flows 
are decomposed into different components, such that the explanatory 
variables’ impact are traced to their effect on various components of trade 
flows. A benefit of this methodology is that it brings further clarity as 
regards the mechanisms by which trade flows adjust to characteristics 
pertaining to markets and attributes of links between markets. Consider for 
instance an equation of the following form11: 
 
(2) 1 2 3ln ln ln Fam

rs s rs s rsx A Y d Dβ β β ε= + + + +  
 
where rsx  denotes aggregate export flows from r to s, sY  the GDP in 

destination s and rsd  the distance between r and s. Fam
sD  is a dummy 

variable which is 1 if inhabitants in r are familiar with s and 0 otherwise. rsε  
is an error term. It can safely be conjectured that an estimation of the 

                                                 
10 That is, no new right-hand-side (RHS) variables in gravity equations are 
introduced.  
11 This example only considers exports from a specific country r and to a set of 
destination countries s, wherefore GDP in the origin country r is not included in (2).  
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parameters ( 1β , 2β  and 3β ) on data for a set of destination countries s show 

that 1̂ 0β > , 2
ˆ 0β <  and 3

ˆ 0β > 12. Hence, country r’s exports (all else equal) 
are larger to large countries (in terms of GDP), smaller to distant countries 
and larger to countries country r is familiar with (c.f. (A5) in the Appendix). 

What kinds of adjustments give rise to these effects? By decomposing 

rsx  and regressing different components on the right-hand-side in (2), the 

effect of sY , rsd  and Fam
sD  on aggregate exports (manifested by the 

estimated parameters) can be traced to their effect on the different 
components. For example, it can be analyzed whether familiarity and 
market-size primarily affect aggregate export flows by having an impact on 
the number of exporters or export sales per firm. This yields further insights 
and allows for more precise conclusions about which role these factors play 
for the magnitude and composition of trade flows.  

All papers in the thesis apply the described decomposition methodology 
above. The first paper decompose firms’ export flows, both their total 
exports and their exports to different markets, and analyze how various 
characteristics of firms and markets alter different components of the firms’ 
exports. The second paper is closely related to the example above and 
analyze the variation of two distinct components – the extensive (number of 
exporters) and intensive margin (export sales per firm) – across destination 
markets. The third paper analyzes how technology specialization in origins 
and destinations alter the magnitude and quality of trade flows.  

 
3. BACKGROUND, CONTRIBUTION AND SUMMARY OF THE 

THESIS 
 
This section presents the three papers in the thesis in greater detail. The 
background to each paper, their respective contribution to existing literature 
and main findings is explained.  

The papers are presented in the order they appear in the thesis: (i) 
Product variety and the magnitude and geographical scope of firms’ exports 
(chapter II), (ii) Entry costs and adjustments on the extensive margin (chapter III) 
and (iii) Technology specialization and the magnitude and quality of exports 
(chapter IV).   
 
 

                                                 
12 These are standard results in the literature. 
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3.1 Paper 1:  Product variety and the magnitude and geographical scope of 
firms’ exports  

 
Background  
 
Trade theory has historically been marked by the absence of individual 
firms. In standard Ricardian and Heckscher-Ohlin models, the starting point 
is two countries and two sectors, where each sector produces a single final 
good. The Ricardian model then explains trade by differences in technology 
between countries whereas the Heckscher-Ohlin model rests upon 
discrepancies in factor endowments. Firms are seldom mentioned even if 
they do operate in the background.  

The emergence of the ‘monopolistic competition revolution’ (c.f. 
Brakman & Heijdra 2004b) in the end of the 1970’s – initiated by Dixit’s & 
Stiglitz’s (1977) canonical general equilibrium model of monopolistic 
competition in the spirit of Chamberlin (1933) and Robinson (1933)13 – 
brought with it an increasing focus on firms in trade theory. The framework 
developed by Dixit & Stiglitz (1977), henceforth DS, proved to be convenient 
for tackling increasing returns and imperfect competition. Several 
observations pointed towards and important role of increasing returns in 
international trade, such as intra-industry trade (Grubel & Lloyd 1975) and 
efficiency gains from access to larger markets (Feenstra 2004)14. One of the 
first applications of the DS model to international trade was made by 
Krugman (1979, 1980)15, who provided an explanation for trade that is 
independent of any pattern of comparative advantages and paved the way 
for the ‘New Trade Theory’16.  

                                                 
13 See Brakman & Heijdra (2004a) and Neary (2004) for explanations of the popularity 
of Dixit’s & Stiglitz’s (1977) formulation over the existing alternatives. 
14 Increased efficiency from access to larger markets rests on the assumption that 
firms can exploit economies of scale. Feenstra (2004, p.137) remarks that such 
arguments were prominent for Canada’s decision to sign a free-trade agreement with 
the US in 1989.  
15 Krugman (1979) utilizes the ‘variable elasticity model’ in Dixit & Stiglitz (1977), 
such that firms expand their production when countries open up for trade (as a result 
the number of varieties produced decrease, but the total amount of varieties available 
for consumers increase). In contradistinction, the later model in Krugman (1980), 
which incorporate the well-known ‘home market effect’, builds on the constant 
elasticity model. Here the production by each firm is independent of market-size (c.f. 
(A3) in the Appendix). The latter model is the most common one. 
16 It is here worth pointing out that the Swedish economist Bertil Ohlin about half a 
century earlier maintained that scale economies constitute an important reason for 
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Because the DS monopolistic competition model builds on representative 
firms, its application in trade analyses meant that firms and their supply 
decisions started to be treated more explicitly. Each firm produces a distinct 
variety subject to internal scale economies. Consumers’ preferences are 
characterized by ‘love-for-variety’, such that each consumer has a desire to 
consume all of the available product varieties. As all firms are identical, the 
implication is that all firms export. This holds even in the case of transport 
costs as such costs are variable and merely devour part of the revenues 
generated from sales to foreign markets. Hence, all firms export and the 
number of exporters from a given origin is the same to each and every 
destination market. Moreover, the firms supply the same amount. These 
properties, however, stand in sharp contrast to empirical observations.  

In the midst of the 1990s, several analyses of international trade based 
on micro-level data started to emerge. One of the most influential ones is 
Bernard’s & Jensen’s (1995) analysis of US manufacturing plant-level data. 
They showed that there are large within-industry variations among plants in 
terms of their export involvement and that there are marked differences in 
characteristics between exporting and non-exporting plants.  

There is by now a large literature which analyses on how different 
characteristics of individual firms affect their export activities based on firm-
level data from different countries and time periods (see Wagner 2006, 
Greenaway & Kneller 2005 and Tybout 2003 for surveys). In this literature 
particular attention is paid to the relationship between productivity, entry 
and survival in export markets. A conclusion from such studies is that 
variations in export participation across firms can be explained by a 
combination of (i) fixed (sunk) costs of exporting and (ii) heterogeneity in 
the underlying characteristics of firms (Greenaway & Kneller 2005)17.  

                                                                                                                   
trade and that location and trade theory should be integrated fields of research (see 
for example his monograph Interregional and International Trade published in 1933). In 
passing, it can also be noted that this very footnote was written sitting at Bertil 
Ohlin’s old desk. I thank Prof. Åke E Andersson for giving me the opportunity to do 
so.  
17 These findings have inter alia inspired novel perspectives on the relationship 
between trade and aggregate productivity. Melitz (2003) introduces heterogeneous 
firms (marginal cost heterogeneity) in the general DS framework and shows how 
exposure to trade leads to reallocations towards firms with high productivity. In this 
model gains from trade come from selection effects (the least productive firms are 
out competed) rather than scale effects (firms increase their production and 
materialize scale economies) from trade liberalizations.   
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Questions nevertheless remain about which characteristics are important 
and how they help to recover the costs firms incur by entering foreign 
markets. In particular, questions pertaining to what characteristics matter for 
the geographical scope firms’ export activities have not received much 
attention in the literature. This can partly be explained by that most existing 
research papers on firms’ export behavior rely on data describing firms’ 
aggregate exports which do not contain information about the geographical 
scope of their exports. For the same reason, few studies have analyzed how 
the magnitude and composition of the export flows of individual firms vary 
across destination markets.  

 
Contribution and summary of main findings 
 
The first paper (chapter I) contributes to the recent literature on how 
different characteristics of firms affect their export activities and analyzes the 
relationship between export variety and exports at the level of individual 
manufacturing firms. The existing literature on firm characteristics and 
export behavior has not considered variety in supply as a pertinent 
characteristic. However, new trade theory suggests a significant relationship 
between export variety and exports, but the empirical literature on this 
relationship is focused on the aggregate national level. Moreover, the 
empirical analyses in the paper make use of detailed export data of Swedish 
manufacturing firms. The data provide information on the magnitude and 
composition of firms’ export sales to different geographic markets. The vast 
majority of existing (empirical) research on firms’ export behavior relies on 
information of firms’ aggregate exports, with no information on the 
geographical scope of their exports.  

The paper focuses on the role of product variety for firms’ exports from 
a two-pronged perspective: (i) as an attribute of firms which pertains to their 
potential to recover destination-specific fixed costs of entry and thus the 
geographical scope of their export activities and (ii) as a component of firms’ 
export flows that adjusts to basic variables, such as market-size and distance. 
Multi-product firms, i.e. firms which export a set of products, are motivated 
by economies of scope.  

The paper finds that multi-product firms indeed export more. In a 
regression of the magnitude of firms’ export sales on export variety, 
controlling for productivity, size and industry heterogeneity, the coefficient 
estimate is significant. Thus, all else equal, firms with higher export variety 
(number of export products) have larger export sales. A decomposition of 
the exports reveals that this relationship is primarily due to a larger set of 
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destination markets. The estimates imply that 67 % of the relationship 
between export variety and the magnitude of export sales is due to a greater 
number of destination markets. This result is consistent with multi-product 
firms being able to recover larger entry costs and increase the geographical 
scope of their export activities through cost advantages. 

Moreover, the analysis show that the variety of firms’ export flows is not 
uniform across markets, but adjusts to ‘gravity variables’ such as market-
size and distance. The coefficient estimates from the estimation of a one-
sided gravity equation across firms and destination markets imply that 34 % 
of the relationship between market-size and the size of firms’ export sales is 
due a larger number of export products. A potential explanation for this 
result is larger markets having a larger number of separable customer 
groups. Also, the variety of firms’ exports is lower to distant countries than 
to adjacent ones. 

 
3.2 Paper 2:  Entry costs and adjustments on the extensive margin – how 

familiarity breeds exports 
 
Background  
 
Firm-level datasets from different countries reveal strong heterogeneity 
across firms as regards their export activities. Many firms do not export and 
studies describing the geographical scope of firms’ export activities show 
that most exporting firms typically only export to a limited set of destination 
countries. Recent theoretical models – Helpman et al. (2004), Helpman et al. 
(2005), Chaney (2006) and Eaton et al. (2005) – have shown that market-
specific fixed (sunk) costs of entry combined with differences in the 
underlying characteristics of firms can explain not only why not all firms 
export, but also the observed heterogeneity among exporting firms in terms 
of the geographical extent of their market penetration. Sunk costs of entry 
imply that every market is associated with a productivity threshold, such 
that firms self-select into exporters versus non-exporters for each and every 
destination market. Market-specific productivity threshold combined with a 
non-uniform distribution of productivities across firms hence explain why 
not all firms exports to all markets and consequently why the number 
exporting firms (extensive margin) varies from market to market.  

Despite the significance ascribed to fixed entry costs the existing 
literature has paid little attention to explanations of the nature and variation 
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of such costs across different markets18. Furthermore, whether adjustments 
on the extensive margin are economic significant and to what extent they 
explain variations in the magnitude of aggregate export flows have to the 
author’s knowledge not been analyzed empirically.    

At the same time, it has been known for decades that familiarity 
augments trade flows. Estimations of various types of gravity equations 
including familiarity-related variables confirm that familiarity has a 
significant impact on trade (see e.g. Huang 2007, Anderson 2000, Loungani 
et al. 2002, Johansson & Westin 1994ab, Hacker & Einarsson 2003). As 
familiarity has an evident geographical component, familiarity has also been 
advanced as a potential explanation for the ‘mystery of the missing trade’ 
(Trefler 1995). Anderson (2000), for instance, maintains that there must be 
‘extra transaction costs on top of transport costs’, since actual trade barriers 
and transport costs are too low to account for the difference between the size 
of observed trade flows and predictions from standard models. The 
estimated effects of distance in gravity models are typically too large given 
the size of actual transport costs (Grossman 1998, Hummels 2001). In view of 
this, it is suggested in the literature that familiarity pertains to these ‘extra 
transaction costs’. Yet, notwithstanding the well-documented effect of 
familiarity on trade, hitherto the nature of the costs familiarity influences 
and the mechanism by which familiarity enhances exports have to a large 
extent remained unresolved. 
 
Contribution and summary of main findings 
 
The second paper in the thesis (chapter III) contributes to the literature by 
analyzing the nature and variation of fixed entry costs across markets. It 
concurrently suggests a mechanism through which familiarity affects trade. 
Moreover, the analysis provides estimates of the economic significance of 
adjustments on the extensive margin (number of exporters) and to what 
extent they account for variations in aggregate export flows amongst 
markets.  

The paper proposes a coupling between familiarity and fixed (sunk) 
entry costs. Such costs are maintained to be lower if the (potential) exporters 
are familiar with the destination market. The main motivation for this is 
twofold. Firstly, the costs associated with contractual agreements are 

                                                 
18 Without fixed entry costs, productivity threshold cannot be defined. However, 
Eaton et al. (2005) remark that fixed entry costs is not enough to explain the patterns 
described by data (the authors employ detailed French firm-level export data). Both 
transport costs and fixed entry costs are needed (ibid, p.3).  
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typically sunk. A significant part of them are incurred before the actual trade 
takes place (i.e. fixed) and are irreversible19. Secondly, contractual 
incompleteness is the norm rather than the exception and familiarity – 
encompassing informal and formal institutions such as culture, judicial 
systems and business ethics – can compensate for incomplete contracts.  

A coupling between fixed costs of entry and familiarity does not only 
help to clarify the nature and variation of such costs from market to market: 
it also suggests a precise mechanism through which familiarity affects trade 
– the extensive margin (number of exporters). If higher familiarity translates 
into to lower fixed (sunk) entry costs, the trade-augmenting effect of 
familiarity on aggregate trade flows should primarily represent adjustments 
on the extensive margin (number of exporters).  

The empirical analysis makes use of a panel dataset describing Swedish 
manufacturing firms’ exports to 150 destination countries over a period of 
seven years. The empirical model includes dummy variables indicating 
familiarity between Sweden and groups of destination markets. The results 
show that the effect of familiarity on the volume of aggregate exports is 
primarily due to adjustments on the extensive margin (number of exporters). 
The results are thus consistent with the hypothesis that familiarity pertains 
to fixed costs of entry and thus impact the extensive margin of trade flows. 
Moreover, the magnitude of the estimated parameters show adjustments on 
the extensive margin are large and economic significant.  

The findings in the paper support recently developed general 
equilibrium models that owe to the export decision of individual firms and 
incorporate firm heterogeneity, such as Chaney (2006) and Eaton et al. 
(2005), and shed light on the nature and variation of fixed (sunk) entry costs 
across markets. They also have a bearing on ‘mystery of the missing trade’ 
(Trefler 1995). Anderson (2000) maintains that there must be extra 
transaction costs on top of distance. As familiarity has a geographical 
component, the results suggest that these extra costs can (at least partly) be 
attributed to fixed costs of entry which give rise to adjustments on the 
extensive margin that are larger than motivated by transportation costs 
alone.  

 
 

 

                                                 
19 Sunk costs are fixed costs, but fixed costs are not necessarily sunk. Both sunk and 
avoidable fixed costs lead to productivity thresholds, but fixed avoidable costs are 
relevant for shutdown and exit decisions whereas sunk costs are not (c.f. Baumol & 
Willig 1981). Sunk costs associated with entry cannot be recovered on exit. 
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3.3 Paper 3:  Technology specialization and the magnitude and quality of 
exports 

 
Background 
 
Theory and empirical results unequivocally point to a strong relationship 
between productivity and trade. Ricardo’s classic analysis implies that 
countries will specialize according to their comparative advantages. These 
stem from relative productivity differentials, such that trade specializations 
depend on productivity. An analytical weakness of many of the archetypal 
Ricardian models is that relative productivity differentials are exogenously 
pre-determined. Moreover, ample recent studies on micro-level data show 
that exporting firms are more productive than non-exporting firms. One 
explanation for this result is that the most productive firms self-select into 
foreign markets because they are in a better position to recover sunk costs 
associated with foreign sales. Similar to the classic Ricardian models, the 
works on self-selection seldom addresses the sources of (ex ante) 
productivity differences among firms.  

Today it is widely recognized that technology and knowledge are 
important determinants of productivity. A large number of studies show 
that differences in productivity between countries as well as between firms 
can be traced to differences in technology and knowledge (Wieser 2005). 
Productivity advantages can be created and maintained by knowledge 
expansion and creation, such as R&D and learning-by-doing effects over 
time. In view of this, it is natural that technology and knowledge are 
advanced as factors of importance for export performance20.  

There are several studies in the literature that are devoted to analyses of 
how technology and knowledge is related to exports. Examples include 
Soete (1981, 1987), Wolff (1995), Amable & Verspagen (1995), Wakelin (1997, 
1998), Sanyal (2004), Fagerberg et al. (1997), Dosi, Pavitt & Soete (1990) and 
Archibugi & Mitchie (1998). Many of these relate the Revealed Comparative 
Advantage (RCA) index after Balassa (1965) or export market shares to 
different types of technology- and knowledge-related variables, such as 
R&D and patents. The results generally point to a positive relation between 
exports and knowledge and technology and are consistent with the view 

                                                 
20 The role of technology and innovation in trade has been recognized at least since 
the work by Posner (1961), Vernon (1966) and Hirsch (1967). These authors were 
early proponents of the view that comparative advantages can be created and 
maintained by investments in technology and knowledge. 
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that technology and knowledge accumulation are sources of comparative 
advantages and spur export performance. 

 
Contribution and summary of main findings 
 
The third paper in the thesis (chapter IV) bears upon the works cited above 
and examines (i) the correspondence between technology specialization and 
export specialization across regions and (ii) how the technology 
specialization of origin and destination affect the magnitude and 
composition of export flows to different destinations.  

The main contribution of this paper is the application of citations-
weighed patents in the construction of technology specialization variables 
combined with an empirical assessment of how the correspondence between 
the technology specialization of destination regions and origin countries 
affect the magnitude and quality of export flows. The literature has 
somewhat uncritically used patent counts to characterize technological 
specialization and technological scope of countries. Several recent studies 
point to the usefulness of citations as a relevant ‘quality-adjuster’ (e.g. 
Trajtenberg 1990, Harhoff et al. 2003, Lanjouw & Schankerman 2004 and 
Hall et al. 2005). Moreover, most studies analyze the relationship between 
technology and aggregate export (volumes or values), but there are strong 
arguments in favor of that the technology specialization of a destination 
influence the quality of its export flows.  

The empirical analysis rests on two main sources of data. The first is 
citations-weighed patent data at the sector-level for Sweden and an 
additional 16 European countries. The second is data describing 81 Swedish 
well-defined regions’ exports to each of the 16 European countries across 
sectors. The Swedish patent data is used on a regional level, such that 
technology specialization variables for each region can be calculated.   

The empirical analysis in the paper shows that the export specialization 
of regions corresponds to their technology specialization. Moreover, by 
estimating a one-sided gravity model augmented with technology 
specialization indices – controlling for heterogeneity across regions and 
industries – the paper further shows that regions with higher technology 
specialization export more (in terms of export value) and export products of 
higher quality, as indicated by higher prices. These results are consistent 
with knowledge and technology being important for export performance 
and with regions with higher specialization in a technology being better 
equipped to produce high-quality products. Furthermore, the parameter 
estimates imply that, all else equal, export flows to destination countries 
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with high technology specialization are characterized by products of higher 
quality, suggesting that a country’s demand for high-quality products in a 
sector is positively related to its technology specialization in the sector. 
Taken together, the results indicate that technology and knowledge 
influence both the supply and the demand structure across regions and 
countries.  
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APPENDIX Derivations of gravity equations – two examples 
 
As discussed in Section 2, gravity equations can be derived in alternative 
theoretical frameworks. They are in the literature most often derived by 
adhering to monopolistic competition where all firms produce distinct 
varieties, such that countries are completely specialized in different product 
varieties. In this appendix gravity equations are derived based on (i) the 
monopolistic competition framework and (ii) the entropy-maximizing 
procedure. Compared to the former, the latter is more ad-hoc in terms of 
micro-economic foundations but illustrates the generality of the gravity 
principle.  
 
Monopolistic Competition (see e.g. Harrigan 2003 and Feenstra 2004) 
 
Assume that a country r = 1,…,H produces Nr product varieties. If all 
varieties have the same price and are produced in the same quantity, this we 
can write the utility of a representative consumer in country s as: 
  

(A1) 
1

1
( )H

s r rsr
U N z

σ
σ
−

=
=∑  

 
where rsz  denotes the consumption of a product variety imported from 
country r to country s.  

All firms in each and every country are identical and produce a distinct 
variety under increasing returns to scale with labor as the only factor of 
production. A firm’s profits are given by: 
 
(A2)  ( )pz w zπ α β= − +  
 
The CES utility function in (A1) implies that the mark-up of prices over 
marginal cost is constant at ( ) ( 1)p wβ σ σ= − . Substituting this into (A2), 
setting 0π =  and solving for z show that the volume of output of all firms 
is fixed at: 
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Next, the budget constraint is given by: 
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(A4) 
1
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where sY  is the income in country s. rp  is the f.o.b price of a product 

variety in country r and rsT  denotes (iceberg) transportation cost from r to s, 

( 1rsT >  and 1rrT = ). Maximizing (A1) subject to (A4) yields the following 
demand in s for a product variety produced in r: 
 
(A5) 1( )rs r rs s sz p T P Yσ σ− −=   
 
where sP  is the price index in country s which is given by: 
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The total value of exports from r to s, rsx , is the sum of the (c.i.f) value of all 
product varieties exported from r to s:  
 
(A7) ( )rs r r rs rsx N p T z=  
 
This can be rearranged to: 
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where we made use if the fact that r r rY N p z= . (A8) resembles the basic 
structure of a gravity equation. Trade flows between r and s are increasing in 
their economic size (Yr and Ys) and are decreasing in the magnitude of 
transportation cost between them. (A8) also shows that the monopolistic 
competition framework includes the price index in destinations. Naturally, a 
higher price index in s increases exports from r to s.  
 
The entropy-maximizing principle (see e.g. Wilson 1967 and Batten & Boyce 1986) 
 
The aim is here to find the most probable distribution of commodity flows 
between countries, a matrix G=[Nrs] of commodity flows whose elements 
consists of shipments of products shipped between each country r and s, Nrs. 
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Suppose the total number of clearly distinguishable products produced in a 
country r (Or) and the demand for products in country s (Ds) are known. 
Natural restrictions on the column and row sums of the commodity flow 
matrix G=[Nrs] are then: 
 
(A9a) r rss

O N=∑     

 
(A9b) s rsr

D N=∑  

 
These restrictions are usually referred to as additivity conditions. In addition 
to Or and Ds, it is assumed that the total transportation cost in the system, T, 
is known: 
 
(A10) rs rsr s

N t T=∑ ∑   

 
The purpose is thus want to find the most probable matrix G= [Nrs] which 
satisfy (A9a), (A9b) and (A10), where Or, Ds, trs and T are known initially.  
A macrostate is characterized by the distribution of trade flows between the 
countries in the commodity flow matrix. The elements, Nrs, describe the total 
flow of products from one country to another. However, it is not known 
which products (or shipments) have produced Nrs, only that they originate 
from r and end in s. A set of individual shipments which produce a certain 
matrix is referred to as an assignment and constitute a micro-description of 
the system: the microstate. Many different microstates can give rise to the 
same macrostate. All microstates that give rise to the same macrostate are 
consistent with the particular macrostate. If all microstates are equally 
probable, the matrix G=[Nrs] that is supported by the largest number of 
microstates is most probable one. This is the entropy-maximizing principle.  

Let rsr s
N N≡∑ ∑ . The number microstates that are consistent with a 

macrostate described by the matrix G=[Nrs] is the given by the combinatorial 
formula: 
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Taking logs and applying Stirling’s approximation (ln ! ln )x x x x≈ −  
yields: 
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(A12) log log ! logrs rsr s

W N N N N= + −∑ ∑  

 
In (A12), log !N N+  is constant. Therefore, the most probable commodity 

flow matrix is found by maximizing logrs rsr s
N N−∑ ∑  subject to the 

restrictions. The constrained maximization problem is described by the 
following Lagrangean: 
 
 log ( )...rs rs r r rsr s r s

L N N O Nτ= − + −∑ ∑ ∑ ∑    

(A13) 
                                    ... ( ) ( )s s rs rs rss r r s
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By differentiating with respect to Nrs, the set of Nrs values which maximizes L 
and, hence, give the most probable distribution of flows between r and s can 
be derived. The solution to (A13) is generally expressed as: 
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where:  
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Ar and Bs are balancing factors. These make sure that the conditions in (A9a) 
and (A9b) are satisfied, such that the aggregate flows sum to the total flows 
in the system. This is a form of equilibrium requirement which is absent 
from gravity models derived in the monopolistic competition framework 
(such as the above example). In view of the restrictions (A14) is typically 
called a doubly constrained gravity model (entropy model). Anas (1983) and 
Mattsson (1984) show that the solution in (A14) is equivalent to the one 
obtained in a discrete choice theoretic framework (multinomial logit model).   
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(A14) specifies the elements in the most probable commodity flow matrix 
and resembles the basic structure of the general gravity equation. Or and Ds, 

are directly related to the economic size of r and s. The solution in (A14) 
states that commodity flows are increasing in the economic size of 
destination and origin and are decreasing in transportation cost.  

The doubly constrained gravity model is not generally discussed in the 
literature on international trade. It is most often applied to estimate trip 
distributions between regions, such as commuting flows. Batten & Boyce 
(1986, p.369) maintain that two basic weaknesses of the model are (i) the a 
priori assumption that all microstates are equally probable and (ii) that 
entropy maximization is generally regarded as a statistical approach which 
ignores the underlying principles of the behavior of consumers and firms.  
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1. INTRODUCTION 
 
Models of international trade suggest a significant relationship between 
product variety and exports. Although such a relationship is confirmed in 
studies of the export performance of countries, firm-level analyzes have not 
considered variety in supply as a characteristic pertinent for export 
performance. This paper maintains that multi-product firms, i.e. firms that 
supply a set of varieties, have advantages over single-product firms in 
export markets which partly stem from the materialization of economies of 
scope. Controlling for productivity, size and industry heterogeneity, it is 
shown that firms with higher export variety exports more and that this is 
primarily due to a larger set of destination markets. This is consistent with 
multi-product firms being able to recover larger entry costs and increase the 
geographical scope of their export activities through cost advantages. It is 
further shown that the variety of firms’ export flows is not uniform across 
markets but adjusts to characteristics of markets and links. 
 
1.1 Product variety and international trade 
 
The relationship between product variety and exports is emphasized in a 
vast amount of research on international trade. In the seminal work by 
Krugman (1980), for instance, larger countries have larger export sales 
because they produce a broader spectrum of varieties than smaller countries. 
Gains from trade arise as consumers’ preferences are characterized by ‘love-
for-variety’ and imports expand the set of product varieties available for 
consumption. Scale economies in the production of each variety and limited 
domestic resources prevent a single country from producing all possible 
varieties. One of several merits of this type of framework is that it offers an 
explanation for intra- industry (or two-way) trade. 

With reference to the new trade theory, a growing literature aims at 
quantifying the relationships between product variety, trade and welfare. 
For instance, Hummels & Klenow (2005) investigates whether larger 
economies export more by exporting more of a common set of goods (the 
intensive margin) or by exporting a larger set of goods to more markets (the 
extensive margin)1. They find that about 60 % of the bigger exports of larger 
countries are accounted for by the extensive margin. Broda & Weinstein 
(2004ab) test the prediction that a major gain from trade is the expansion of 

                                                 
1 A large intensive margin is consistent with models building on Armington’s (1969) 
assumption of differentiation by origin, whereas a large extensive margin is 
consistent with the monopolistic competition framework in Krugman (1980).  
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varieties through imports on U.S data 1972-2001. Their results suggest that 
the welfare gains from variety growth in imports are about 2.8 %, (2004b) of 
US GDP. Moreover, in a series of papers Funke & Ruhwedel (2001, 2002) 
have examined the link between export variety and export performance in 
East Asian and OECD countries respectively. Their findings suggest that 
production of differentiated export products allows for export market 
penetration and growth.  

A separate literature focuses on micro-level data (most often firm or 
plant level data) to analyze how different characteristics of individual firms 
affect their export activities2. In this literature an extensive amount of 
research has analyzed the relationship between firm level productivity, 
entry and survival in export markets. A major conclusion of these studies is 
that a combination of sunk costs of entry and heterogeneity in the 
underlying characteristics of firms explain why not all firms export 
(Greenaway & Kneller 2005). Likewise, heterogeneity across exporters in 
terms of the extent of penetration of geographic markets can be explained by 
market-specific sunk costs of entry and heterogeneity among exporters. In 
view of these observations, theoretical models that adhere to individual 
firms have been developed. For instance, Bernard et al. (2003) present a 
model that builds on Eaton & Kortum (2002) with Ricardian differences in 
technological efficiency between producers. Melitz (2003) develops a 
dynamic monopolistic competition model with heterogeneous firms and 
fixed costs of exporting and derives intra-industry reallocation effects of 
trade. In a model with the same market structure, Chaney (2005) introduces 
fixed entry costs and transport cost per geographic market. Moreover, Eaton 
et al. (2005) develop a model with heterogeneous firms, entry costs for each 
market and transport costs. Their model allows for both monopolistic and 
‘head-to-head’ competition as the range of possible goods depends on a 
distinct parameter in the model.    

The existing literature on the role of variety for exports is focused on the 
aggregate national level. To the author’s knowledge, no paper related to this 
literature has studied the relationship between variety in export supply and 
exports at the level of the individual firm. Similarly, the literature analyzing 

                                                 
2 See Tybout (2003) and Greenaway & Kneller (2005) for surveys of this literature. 
Stylized facts about exporters contra non-exporters are reported in inter alia Clerides 
et al. (1998), Bernard & Jensen (1995,1999), Bernard et al. (2003) and Eaton et al. 
(2004). In these studies it is shown that exporters are a small subset of all producers 
and tend to be larger and more productive. Moreover, a small fraction of the 
exporters exports to a large set of countries, (see in particular Eaton et al. 2004 & 
2005).  
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the characteristics of individual firms and their export behavior has not yet 
considered variety in supply as a pertinent characteristic of exporting firms. 
However, a basic observation is that product differentiation applies to the 
supply of individual firms in the sense that most firms supply a product line, 
i.e. a set of related products (c.f Brander & Eaton 1984, Katz 1984). In fact, 
modern manufacturing firms are often ‘multi-variety’ firms.  

 
1.2 Product variety in modern manufacturing firms 
 
Milgrom & Roberts (1990) and Milgrom et al. (1991) remark that a 
characteristic feature of ‘modern (or lean) manufacturing’ firms is broad 
product lines coupled with frequent updates of the product lines. According 
to the authors, this is a response to the development of flexible machine tools 
and programmable multitask production equipment in the late 20th century. 
These technical innovations lowered the cost of realizing demand 
advantages of having broader product lines, by implying a higher extent of 
economies of scope. Moreover, in the acclaimed book on The Modern Firm, 
Roberts (2004) emphasizes that there is complementarity between flexibility 
and variety in supply at the level of the individual firm in the sense that 
“…it will be worthwhile to bear the costs of flexibility only if the desired 
variety is high, and a high level of variety will be worthwhile only if the 
production system is flexible” (ibid, p.38).  

Many firms do indeed supply a set of related products, (see e.g. Dunne 
et al. 1988). Even though they may produce a single basic product, they 
typically offer several varieties of that product. Firms such as Nikon and 
Pentax, for instance, supply a wide range of different cameras with 
associated accessories. Similarly, the product lines of firms in the mobile-
phone industry, such as Ericsson, Nokia, Motorola, etc., typically consist of a 
number of differentiated mobile-phones. The same principle applies to the 
majority of car manufacturers around the globe and producers of 
intermediate goods, such as subcontractors. In fact, limited competitiveness 
of firms is often partly explained by limited variety in supply3.  
 
1.3 Purpose and outline  
 
This paper analyzes the relationship between the variety in export supply 
and exports at the level of individual manufacturing firms. The paper 
assesses (i) how the size of the export sales ( in terms of export value) are 
                                                 
3 Roberts (2004) discusses Ford versus Toyota as regards flexibility, variety and 
performance (see also Gerwin 1993 and MacDuffie et al. 1996).  
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related to the variety in export supply across individual exporters and (ii) 
how the variety in export supply of individual exporters to a given market 
varies with the size of the market  and the distance to the market. The paper 
applies a decomposition methodology akin to Hummels & Klenow (2005), 
which allows for an inclusive assessment of the structure and composition of 
firms’ export flows. It is proposed that multi-product firms can materialize 
economies of scope and increase the geographical extent of their export 
activities. If entry costs associated with different geographic markets are 
firm-specific, such that several products can rely on the same entry cost, 
multi-product firms have a natural potential cost advantage compared to 
single-product firms, since the entry cost per volume unit are lower. 
Moreover, although the effect of GDP and distance on the size of aggregate 
trade flows is well documented, few studies have conducted analyses on 
firm-level data. How different components of the export flows of firms to 
different markets are affected by market-size and distance is typically not 
addressed.  

The paper makes use highly detailed firm-level export data from 
Sweden. For each firm, product category and export destination (country) 
these data provide information on export value (SEK) and export volume 
(kilogram). The product categories are the finest possible according to the 
CN4 classification system, which is common for EU-member countries.  

The rest of the paper is organized in the following fashion: Section 2 
starts by presenting the basic relationship between variety and exports in 
Krugman (1980), which motivates an overall positive relationship between 
variety and the size of export sales. Then, the paper uses a model set-up by 
Johansson (2005) which brings in multi-product firms – i.e. firms that 
produce more than one variety – in the basic Krugman framework. Section 3 
presents the data and reports some stylized facts about export variety at the 
firm level as regards Swedish firm-level export data. The empirical analysis 
is presented in the same section. A summary and discussion of the results 
are given in Section 4.   

 
2.   THEORETICAL BACKGROUND 
 
By using the model of monopolistic competition developed by Dixit & 
Stiglitz (1977), Krugman (1980) provided a simple illustration of the 
relationship between the size of a country’s exports and the number of 
differentiated goods (varieties) produced within that country. This section 
derives the basic result in the Krugman model and then uses a set-up in 
                                                 
4 CN = combined nomenclature. 
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Johansson (2005) to introduce and motivate multi-product firms in 
Krugman’s model.  
 
2.1 Variety and exports at the country level  
 
Consider a case in which consumers derive utility among a set of K={1,…,n} 
different product groups. Each product group k can be thought of as the 
selection of differentiated products belonging to a distinct industry. Every 
consumer shares the same Cobb-Douglas preferences for the different 
product groups:    
 
(1) ∏ ∈

=
Kk k

kCU β   1=∑ ∈Kk kβ    

  
where kβ  denotes the constant budget share of goods in product group k, 0< 
βk <1 Kk ∈∀ . Since each product group k consists of a number of products, 
each Ck represents a composite index of the consumption of products in 
product group k. Thus, Ck is a sub-utility function defined over the set Nk 

={1,…,n} of products belonging to product group k. Ck is a CES-aggregator 
over the varieties available in product group k:   
 

(2) ( )θθ
1

∑ ∈
= kNj jk xC     Kk ∈∀    

  
which implies ‘love-for-variety’ for the products within every product group 
k, 0< θ <1. A consumer is better off the larger the set of products available for 
consumption in each product group. The specification in (2) implies that the 
demand for a product in product group k is given by: 
 

(3) ( )YPpx kkjj βεε 1−−=  kNj ∈∀        ( ) εε −
∈

−∑≡ 1
1

1
kNj jk pP     

 
where 1)1( −−≡ θε  denotes the price elasticity of demand, Y is the 
consumer income, pj is the price of variety j and Pk denotes the price index of 
the products in product group k.   

Every product in product group k is produced according to the following 
cost function:  
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(4) jj xxc μλ +=)(  kNj ∈∀      

  
where )( jxc denotes the total cost of producing xj. (4) implies (internal) 

scale economies in production. Given (3) and (4) each firm will obey the 
following pricing rule: 
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Since each product enters in the utility function in (2) in a symmetric 
fashion, xj=x and pj=p for all kNj ∈ . This means that the equilibrium 
number of products available for consumption in product group k, nk, is 
given by λεβ Yn kk = .  

By denoting an identical foreign country with (*) and assuming that the 
two countries trade in product group k, the total amount of products in this 
product group available for consumption becomes (nk + nk*). The home 
country’s share of world exports in product group k can then be formulated 
as:  
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This equation states that if the home country’s expenditure on product 
group k increases relative to foreign, then the home country will increase its 
share of world exports in the same product group simply because it 
increases the number of products produced in that product group. 
According to this framework then, the size of the total exports in a specific 
product group and the number of products produced in the same product 
group are inseparable phenomena.  
 
2.2 Multi-product firms and economies of scope 
 
In the former model each product is produced by single firm. However, as 
stated in the introduction many firms can be characterized as ‘multi-
product’ firms in the sense that they produce a range of products, often 
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within a specific product group5. Multi-product firms can be motivated by 
economies of scope on the production side6. Formally, such scope economies 
obtains when the following condition is satisfied (Bailey & Friedlander 
1982): 
 
(7) ),0()0,(),( 2121 xcxcxxc +<      
  
i.e. when the joint production of x1 and x2 results in lower total costs than 
separate production. A cost function which contains an input common for a 
set of products (or varieties) satisfies the criteria in (7) (Panzar & Willig 
1981).  

In order to allow for multi-product firms through economies of scope in 
the former model, the cost function for a typical firm in a product group k in 
(4) is rewritten to read (c.f. Johansson 2005): 
 
(8) jj xxc μλα ++=)(                     

  
where λ  is a product-specific fixed cost and α is a fixed cost that can be 
shared among a sub-set kk Nn ⊂  of the total amount of possible varieties 
in product group k. μ  remains the marginal cost of production. λ and μ  

are assumed to be the same for all products. (8) satisfies the condition in (7). 
There are several types of investments that give rise to a fixed cost such as α, 
e.g. flexible production technologies. However, the most general common 
input is certainly knowledge and information. Knowledge and information 
gained by producing and selling one product is usually applicable for a set 
of related products7.  

                                                 
5 With a CES preference structure, demand advantages from producing a number of 
products arise because all consumers buy a limited amount of each variety. An 
alternative approach to product variety is to assume that the benefit of product 
variety arise from the presence of heterogeneous consumers (see Appendix A). 
6 Alternatively, multi-product firms can be explained by purchasing economies of 
scope on the demand side, which are obtained when consumers value variety but 
incur switching costs if they change supplier (Klemperer 1995).   
7 With respect to knowledge being a common input, it should be noted that Teece 
(1980, 1982) forcefully argued that economies of scope does not imply that it is more 
efficient to produce two goods by one firm unless the market for the common input 
is imperfect. The market for knowledge and information tend certainly to be 
imperfect (c.f. Arrow 1962).  
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In association with the cost function in (8), three sets of simplifying 
assumptions are introduced: 
 

i). The introduction of (differentiated) products requires product ideas 
which arrive randomly to firms.   

 
ii). The number of products produced by a multi-product firm is small in 

relation to the total number of products in the market. 
 

iii). There are no mergers8. 
 
As will be evident below, assumption i) motivates the coexistence of single- 
and multi-product firms in the market. The second assumption 
disencourages strategic behavior, such as cross-subsidizing, and keeps the 
pricing decision of multi-product firms as simple as possible9. As single-
product firms, multi-product firms consider the price index in (3) as given in 
their pricing decision. This is valid due to ii) and implies that a multi-
product firm price its respective products exactly as a single-product firms. 
The CES preference structure in (2) implies that the cross-price elasticity of 
demand is the same between all products, such that (5) holds for all firms 
and products. A consequence of this is that no firm has strategic control and 
it is products rather than firms that compete with each other.    

Consider now a firm s which produces ns products that jointly can rely 
on the fixed cost α. It follows form the above assumptions that ji xx =  for 

all products i,j the firm supplies. This means that the total cost of the firm 
can be expressed as: 

 
(9) jsss xnnnc μλα ++=)(      

   
From (9) it is evident that a multi-product firm like s has a cost advantage 
over a single-product firm because: 
 

                                                 
8 This assumption is introduced to keep the analysis simple, although there is an 
incentive for mergers in the present set-up. Eaton & Schmitt (1994) and Norman & 
Thisse (1999), for instance, show that scope economies tend to promote concentration 
of industries via e.g. mergers and preemption.  
9 See Brander & Eaton (1984) and Katz (1984) for an extensive analysis of pricing 
decisions of multi-product firms.  



Jönköping International Business School 

 36

(10) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=−

ss

s

nxxn
nc

x
c 11

)()1( α
  > 0      iff ns >1   

  
where c(1) applies to single-product firms and x denotes the quantity of 
supplied of each product.  

Can single- and multi-product firms coexist in a market? The model 
approaches equilibrium as additional products are introduced. Figure 1 
shows the relationship between the gross profits of single-product 
firms, (1)g , and the number of products in the market, (see Appendix B).  

 
 

 
 
 
 
 
 
 
 
 
 

 
 

Figure 1. The relationship between the number of products and the operating profits of single-
product firms. 

 
As shown in the figure, when the number of products in the market is ne , 
the demand for each product is such that the gross profits of single-product 
firms are just enough to cover their fixed costs (λ + α). At ne , then, the 
following condition holds for a single-product firm:  
  
(11) (1) ( ) ( ) 0p xπ μ α λ= − − + =%       

 
where x%  is the quantity supplied of each product at ne and (1)π  denotes the 

net profit of a single-product firm. (11) shows that the market is saturated 
for single-product firms at ne. At the monopolistic competition equilibrium 
in the previous section, all firms have zero profits. In the present setting 
multi-product firms can earn positive profits in a situation where single-
product firms have zero profits. A non-incumbent firm needs to pay (λ + α) 
to introduce a variety on the market. On the other hand, an incumbent firm 
that receives an additional product idea which can rely on α need only to 
pay λ to materialize the product idea. Hence, there is a form of fixed-cost 
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heterogeneity between single and multi-product firms. This implies that a 
multi-product firm s has positive profits at ne:  
 
(12) ( ) ( ) ( ) 0

sn s sp xn nπ μ α λ= − − + >%      iff  ns >1    

 
(11) and (12) implies that in a market which there exist single-product firms 
that make zero profits, multi-product firms can make positive profits. The 
reason is that such firms are able to spread the fixed cost α over a larger 
amount of products. The possibility of materializing economies of scope 
means that an incumbent firm may have an incentive to introduce yet 
another product when ne applies. Specifically, if an additional product is 
introduced on the market the quantity demanded of each variety is reduced 

from x%  to ( )( 1)e ex n n x= +%% % 10. This implies that an incumbent firm s has 

incentives to introduce an additional product when: 
 

(13) ( 1) ( )( ) ( 1) ( ( 1) )
s sn s s np x n nπ μ α λ π+ = − + − + + >%%   

  
As shown in Appendix C, the condition in (13) satisfied if 

( 1) ( )e
s sn n nα λ> + −  (c.f. Andersson & Johansson 2006). In other words, 

if the cost of the joint input α is larger than the product-specific cost λ and 
the incumbent firm s produces a small share of the total number of products 
in the market, it is profitable to introduce an additional product even when 
the market is at ne11. This shows that the market solution with only single-
product firms is distorted by the presence multi-product firms with cost 
advantages. When the actual number of products on the market exceeds ne, 
single-product firms will make zero profits. Inspection of the expression for 
the gross-profits in Figure 1, (1) ( )g n , shows that the profits of single-

product firms will remain negative unless the market grows or some 
products become obsolete over time. Observe that the market can grow for 
two reasons: (1) the budget share, β , for the pertinent product group 
increases or (2) the total income of consumers’, Y, increases. Either reason 
implies that the curve in Figure 1 shifts outward. 

                                                 
10Each consumer buys an equal amount of each variety and the pricing strategy 

remains the same, such that ( 1)e epx n pxn+ =%% % . 
11 However, since (11) applies a non-established firm will never enter the market at 
ne. It is only incumbent firms that have an incentive to expand their product line by 
introducing an additional variety. 
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The framework above provides a rationale for multi-product firms as well as 
a basis for the coexistence of single- and multi-product firms in a market. It 
is also shows that multi-product firms have natural cost advantages over 
single-product firms. What are the consequences for exports? 

Multi-product firms have naturally larger export sales than single-
product firms. Strictly interpreted, a firm which supplies twice as many 
export varieties will have twice the export value since the quantity supplied 
and the price is the same for each and every variety in the (global) market. 
The profits from exporting can also be expected to be higher for multi-
product firms because of the materialization of economies of scope. 
Moreover, the cost advantages suggest a positive relationship between the 
geographical scope of a firm’s exports and its variety in export supply. There 
is by now a large literature which shows that the penetration of distinct 
destination markets is associated with market-specific sunk entry costs12. 
Multi-product firms are capable of paying a larger set of such entry costs. In 
particular, if several products can rely on the same entry cost, the costs per 
volume unit are lower for multi-product firms.  

In the subsequent sections, the paper provides an empirical assessment 
of the relationship between variety in export supply and exports on a cross-
section of Swedish exporting firms. The section also describes the data and 
presents an overall picture of the export activities of Swedish exporters. 

 
3. EXPORT VARIETY AND EXPORTS  
 
3.1 Description of data 
 
The empirical analysis is based on a cross-section dataset of 8 805 Swedish 
exporting firms in the manufacturing industry for the year 2003. These firms 
account for more than 90 % of Sweden’s total manufacturing exports. 
Information of the firms was obtained by matching two comprehensive data 
sources from Statistics Sweden (SCB). The first data source consists of 
detailed data on the export activities of Swedish exporters. In these data the 
exports of each firm are recorded into export categories according to the 8-
digit CN13 classification scheme. For each firm, product category and export 
destination (country) these data provide information on (i) export value 
(SEK) and (ii) export volume (kilogram). This means that a firm that exports 
10 products to 10 destination countries appears 100 times in the data 
material. The second data source provides firm characteristics such as value-
                                                 
12 See Tybout (2003) and Greenaway & Kneller (2005). 
13 CN = combined nomenclature. 
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added and number of employees. In both datasets a firm is defined as a legal 
entity and is identified by a unique identification number. This number is 
the same in both datasets, which allows them to be matched.  

Each 8-digit product category according to the CN classification system 
is referred to as an export product (c.f. Schott 2004 and Broda & Weinstein 
2004ab). The variety of a firm’s exports is then measured as the number of 
products it is exporting14. Moreover, a destination (country) will be referred 
to as a market. 

 
3.2 Presentation of data 

 
Table 1 presents descriptive statistics of the exporting manufacturing firms 
in 2003. All firms were categorized into seven classes according the number 
of export products. For each class, the table presents (i) mean number of 
export products per firm, (ii) the mean number of markets penetrated by the 
firms, (iii) mean productivity (value-added per employee) number of firms 
belonging to the class, (iv) each class’ share of the total number of export 
firms and (v) each class’ share of Sweden’s total export value.  

The table shows that most firms export a limited number of products to 
a limited number of markets. 60 % of the firms can be found in category 1-4. 
The majority of the firms thus export 1-5 products and only export to about 
1-5 destination markets. However, these firms (60 %) are small in terms of 
employees and constitute about 5 % of Sweden’s total export value. In the 7th 
category we find the firms with the highest variety in their exports. On 
average, these firms export about 42 products to a total of about 27 markets 
and constitute over 80 % of Sweden’s total export15. This illustrates strong 
concentration to a few firms. It is also evident that the mean productivity 
(value-added per employee) tends to be higher in firms that serve many 

                                                 
14 This way of measuring export variety can be compared with country studies which 
typically adopts the measure developed by Feenstra (1994) and Feenstra & Markusen 
(1995). That measure is based on cost-minimization and measures input variety in an 
exact manner for the non-symmetric CES production function. Product variety of a 
country is then measured relative to some larger country. The firm-level measure 
adopted here, i.e. counts of products, does not account for the distribution of export 
sales across different products. Other measures, such as an entropy measure, could 
be used to account for the distribution of sales across products. However, adding a 
product to the export supply is a more significant expansion of the variety than 
changing the distribution of sales across a (given) set of products. 
15 However, the standard deviations reveal that there is a large dispersion within the 
category. 
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markets and have a large variety in their exports. This pattern in the data is 
consistent with that export market penetration and large export sales require 
high productivity.  
 
Table 1. Descriptive statistics for 7 categories of exporting firms in 2003 (Categories 

constructed based on the number of export products)*. 

Class 
Mean no. 
products 

Mean no. 
of 

markets 

Mean 
productivity** 

Mean size 
(employees) 

Number 
of firms 

Share of 
firms (%) 

Share of 
export 
value 
(%) 

1 
1 

(0.0) 
1.4 

(1.5) 
445.8 
(364.6 

11.5 
(25.2) 

2 170 24.6 0.2 

2 
2.0 

(0.0) 
2.5 

(3.1) 
484.3 

(400.9) 
16.1 

(46.2) 
1 244 14.1 0.6 

3 
3.0 

(0.0) 
3.7 

(4.1) 
519.3 

(600.5) 
21.9 

(47.9) 
839 9.5 1.2 

4 
4.5 

(0.5) 
5.4 

(5.9) 
511.2 

(356.2) 
29.4 

(70.2) 1 204 13.7 3.1 

5 
6.9 

(0.8) 
8.2 

(7.1) 
539.8 

(601.2) 
40.7 

(75.2) 
1 036 11.8 4.8 

6 
11.5 
(1.9) 

12.9 
(11.5) 

532.8 
(280.5) 

64.7 
(127.9) 1 057 12.0 10.0 

7 
41.9 

(50.9) 
26.9 

(21.5) 
596.5 

(315.2) 
291.2 

(951.3) 
1 255 14.3 80.2 

*) Standard deviations are presented within brackets. 
**) Value-added per employee in thousands SEK 
 
Figures 1 and 2 provide an illustration of the frequency by which Swedish 
exporting firms export different number of products and serve different 
number of markets, respectively. The horizontal axis measures number 
products and number of markets. In each figure the vertical axis measures 
number of firms. An observation then shows the number of firms which 
exports a given number of products (markets). These figures are presented 
in an analogous manner to the ones presented in Eaton et al. (2004) on 
French firm-level export data to ease comparison. 
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Figure 2. Frequency by which Swedish exporting firms exports different number 

products (logarithmic scales). 
 
 
 
Figures 2 and 3 show that the frequency by which export products are 
supplied and markets are penetrated declines smoothly until a few firms 
export a large amount of products and have penetrated a large amount of 
markets, respectively. Fitting a curve to Figure 2 yields the equation 
ln 9.44 1.92lnf n= − , where  f denotes number of firms and n number of 
products. The parameter show that the number of firms falls of with an 
elasticity of 1.92 as the number of products is increased. The corresponding 
fitted curve for Figure 3 is given by ln 9.33 1.87 lnf m= − , where m 
denotes number of markets. This equation show that the number of firms 
falls off with an elasticity of 1.87 as the number of destinations is increased16.  
 
 
 
 
 
 
                                                 
16 Eaton et al. (2004) estimate the same elasticity to 2.50 on French firm-level export 
data.  
 

No. of products 

No. of firms  
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Figure 3. Frequency by which Swedish exporting firms serves different number of 

markets (logarithmic scales). 
 
In summary, the data show a strong heterogeneity among exporters. The 
number of export products and the extent of export market penetration 
differ substantially among the exporting firms. Most firms export a limited 
set of products to a limited set of markets. Firms with higher variety in 
export supply tend to serve more markets.  
 

3.3 Export variety and exports across individual firms  
 
The theoretical framework in Section 2 implies that firms with larger export 
variety have larger export sales. Moreover, the corresponding discussion 
suggested that multi-product firms can theoretically use cost advantages to 
penetrate a larger set of export markets. This section aims at empirically 
examining the relationship between export variety and exports at the firm-
level.  

The relationship between export variety and the size of export sales for 
individual firms is estimated by regressing the total export value of a firm i, 
xi, on the number of export products of the same firm, ni, while controlling 
for: (i) the size of the firm (number of employees), (ii) the productivity of the 
firm, lpi, (value-added per employee) and (iii) inter-industry heterogeneity 
through industry dummies Dj (1 if firm i is in industry j; 0 otherwise): 
 
 

No. of markets  

No. of firms  
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(14) 
1

ln ln ln ln J
i i i i j j ij

x n lp size Dφ β α ϕ γ ε
=

= + + + + +∑  

 
Productivity and size are natural controls. Ample studies have shown that a 
high productivity level is necessary to penetrate and remain in export 
markets (see e.g. Greenaway & Kneller 2005 and Tybout 2003). The 
magnitude of a firm’s exports is thus expected to depend on its productivity 
level. Moreover, large firms are expected to have larger export sales. In 
summary then, the parameters β, α and ϕ are all expected to be positive.  

The different variables on the right-hand-side (RHS) in (14) can affect 
the magnitude of a firm’s export sales for different reasons. For instance, if 
firms with a large variety in their export supply (multi-product) imply that 
their entry costs are lower, the effect of ni on xi should partly be due to that 
these firms exports to a larger amount of destination markets.  In order to 
disentangle the effect of the RHS variables on export sales, a decomposition 
of the firms’ exports akin to Hummels & Klenow (2005) is applied. The 
decomposition applied here starts from the observation that xi can be 
expressed as: 
 

(15) , ,i ii i sr i srr m s n
x p q

∈ ∈
=∑ ∑       

 
where mi denotes the set of markets firm i exports to and ni denotes the set of 
products that the firm is exporting, srip ,  the price of product s in market r 

and sriq ,  the volume (kilogram) exported of product s to market r. (15) can 

readily be rewritten to read: 
 

(16) ∑ ∈
= imr ririi QPx ,,         ∑ ∈

≡ ins srisririri qpQP ,,,,   

 
which simply states that the total export of firm i is the sum of the total 
export value to each market. The right-hand-side in (16) can now be 
decomposed into: 
 

(17) ( )*
,

*
, ririii QPMx =           ( ) ∑ ∈

−≡ imr ririiriri QPMQP ,,
1*

,
*
,                 

                
where Mi denotes the number of markets firm i has entered and *

,
*
, riri QP  

denotes the average value of the shipments to a market. Mi is referred to as 
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the ‘extensive’ margin and *
,

*
, riri QP  as the ‘intensive’-margin. (17) implies that 

the natural log of a firm’s total exports is the sum of the extensive and the 
intensive margin: 
 
(18) )ln(lnln *

,
*
, ririii QPMx +=      

 
The intensive margin can further be decomposed by distinguishing between 
average export prices per kilogram and average export volumes (kilogram) 
per market: 
 

(19) , , ,* * * *
, , ,

,

ˆˆi i

i

i r i r i rr m r m
i r i r i i r

i r ir m

P Q Q
P Q P Q

Q M
∈ ∈

∈

= =∑ ∑
∑

 

 
which means that:  
 

(20) *
,

**
,

*
,

ˆlnˆln)ln( riiriri QPQP +=       

   
The described decomposition methodology implies that the effect of the 
RHS variables in (14) on export sales can be traced to their impact on the 
different components of firms’ exports. It allows, for example, for an 
assessment whether the effect of export variety on exports is primarily due 
to larger export sales per market (the intensive margin) or due to larger 
number of export markets served (the extensive margin). It also allows for 
an assessment of whether the effect of the intensive margin is first and 
foremost due to (average) prices or (average) quantities.    

To achieve this, (14) is firstly estimated by means of Ordinary Least 
Squares (OLS). This gives an estimate of the parameters in (14). Then each of 
the components described in (18) and (20) is regressed separately on the 
variables on the RHS (14). Since OLS is a linear operator, these estimated 
coefficients sum to the original estimated parameters obtained from the OLS 
estimation of (14). This means in turn that the contribution of each 
component to the estimated parameters in (14) can be calculated.  

The results of the procedure described above are presented in Table 2. 
The estimations are based on the data described in Section 3.1 but only 
include firms export value is at least 50 000 SEK (approximately € 5000)17. 

                                                 
17 The reason for this is that results were strongly driven by the presence of many 
small exporters. 
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This exclusion reduces the number of exporting firms to 6 814 in 2003. All 
standard errors are calculated using White’s (1980) heteroscedasticity-
consistent covariance matrix. As can be seen, all parameter estimates are 
statistically significant at the 0.05 significance level18.  

 
Table 2. The relationship between export variety and the size of export sales at the 

firm-level. 

*) standard errors in brackets (calculated according to White’s (1980) heteroscedasticity-
consistent covariance matrix). 

**) Industry dummies are not reported. 
 
The first row in Table 2 shows the results for firms’ aggregate exports. As 
can be seen, the model in (14) explains 65 % of the variation in the 
magnitude of export sales among the exporting firms. All parameter 
estimates are positive. The parameter estimate for export variety, ni, imply 
that firms  with 10% higher export variety have 7.8% larger export sales. The 
same elasticity for productivity and size amounts to 6.3 % and 7.9 %, 
respectively. What accounts for these effects? The second and third row 
reports the results for each respective margin. The parameter estimate for 
export variety here is 0.52. This means that about 67 % (0.52/0.78=0.67) of the 
relationship between export variety and the size of export sales is due to a 
larger set of destination markets. This is consistent with that firms which 

                                                 
18 Moreover, there are no indications of any multicollinearity problem. The Variance 
Inflation Factor (VIF) is between 1.06 and 1.59 for the three explanatory variables.  

  inln  ln ilp  ln isize R2 

ixln  
Export value 

(size of export sales) 
0.78 

(0.02) 
0.63 

(0.03) 
0.79 

(0.01) 
0.65 

iMln  Extensive margin 
0.52 

(0.01) 
0.19 

(0.02) 
0.26 

(0.01) 
0.58 

)ln( *
,

*
, riri QP  Intensive margin 

0.26 
(0.02) 

0.44 
(0.03) 

0.53 
(0.01) 

0.47 

      

*ˆln iP  Price 
0.08 

(0.02) 
-0.08 
(0.03) 

-0.19 
(0.01) 

0.40 

*
,

ˆln riQ  Volume 
0.17 

(0.03) 
0.52 

(0.05) 
0.72 

(0.02) 
0.47 
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exports a set of products can recover larger entry costs and increase the 
geographical scope of their export activities. For the extensive margin, the 
estimated parameters for productivity and size are significantly smaller in 
magnitude than the parameter estimate for export variety. The reverse 
naturally holds for the intensive margin. Hence, productivity and size are 
primarily associated with larger export sales per market. The last two rows 
in the table show that the relationship between all three variables with the 
intensive margin first and foremost come from their relationship with export 
volumes per market. The results imply that larger firms have lower prices 
and that firms with higher productivity have marginally lower prices. At the 
same time, the prices of firms with high export variety are slightly higher.   

Two robustness tests of the results in Table 2 were carried out19. Firstly, 
to test if the results are sensitive to particular observations, the relationships 
were re-estimated by excluding one observation at the time. Secondly, the 
relationships were estimated by the quintile (or robust) regression technique 
after Koenker & Basset (1978), using the 50th quintile (median) with 
bootstrapped standard errors avoid to underestimation due to 
heteroscedasticity. These tests produced negligible changes in the estimated 
parameters and the share of the respective margins remained unchanged.  
 
3.4 The variety of firms’ export flows across different geographic markets 

 
The former section analyzed how firms’ variety in export supply is related to 
the size of their export sales, but how does the variety of export flows of 
firms vary across different geographical markets? This section estimates how 
firms’ export sales to a market vary with the size of that market, as 
measured by GDP, and the distance to the market. It then makes use of a 
similar decomposition methodology as in the former section in order to 
assess the contribution of different components of firms’ exports flows to the 
overall relationships. Market-specific extensive and intensive margins for 
export flows to individual markets are computed, where the extensive 
margin refers to the variety of the export flows (number of export products) 
and the intensive margin to export sales (export value) per product.  

The use of market size (GDP) and distance to analyze the direction of 
trade flows has its roots in gravity models. In essence, such models state that 
the export flow from an origin to a destination is proportional to the market 
size in the destination, but inversely proportional to the distance between 
the origin and destination. Empirical studies using gravity specifications 
generally conclude that the size of mutual trade (i) increases with market-
                                                 
19 The results of the robustness tests are available from the author upon request. 
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size and (ii) decreases with the distance between the origin and the 
destination20. In these models, distance does not only relate to transportation 
costs, but typically the wider concept of transaction costs. A large literature 
on the direction of trade flows, for instance, adopts a network approach to 
trade, in which the total exports of an individual firm is specified as a 
function of the number of economic links the firm has established and the 
size of the flows on each link. Formation of such economic links implies 
investments in durable interaction capacity (Johansson & Westin 1994a) and 
involves several activities that are contact intensive and, hence, facilitated by 
physical and cultural proximity.  

Although the effect of GDP and distance on the size of aggregate trade 
flows is well documented, few studies have conducted gravity type of 
analyses on firm-level data. In particular, how different components of the 
export flows of firms to different markets are affected by market-size and 
distance is typically not addressed. In general, it can be expected that the 
variety of the export flows of a firm is increasing in the size of the 
destination market.  

The model applied to estimate how firms’ export sales to a market 
(country) vary with the size of that market, as measured by GDP, and the 
distance to the market is given by: 
 

(21) { }, ,( ) exp Nordic Baltic
i r r i i i r r rx AY lp size d D Dδ γ φ λ α χ= − + +                             

 
where xi,r denotes firm i’s total exports sales to market r, Yr the GDP in 
market r and di,r the distance in kilometers between Sweden and market r. 
GDP and distance account for the variation between countries whereas 
productivity (lpi) and size (sizei) account for the variation between firms.  

Nordic
rD  is a dummy for Nordic markets and Baltic

rD  a dummy for Baltic 
markets (including Poland). A is a constant and δ, γ, φ, λ, α, χ are parameters 
to be estimated. The negative sign of the distance parameter, λ, reflects the 
expected negative impact of distance on the aggregate export flows of a firm 
to a market. The parameters of the dummies are expected to be positive. A 
set of previous studies have indicated a Swedish affinity to Nordic and 
Baltic markets in trade relations (c.f Johansson & Westin 1994b). α and χ are 
thus expected to be positive. Taking logs, the equation to be estimated is 
given by: 
 
                                                 
20 Several studies also show that common languages and similar cultures 
stimulate trade.  
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 ,ln ln ln ln ln ...i r r i ix A Y lp sizeδ γ φ= + + +      

(22)                  

, ,1
... JNordic Baltic

i r r r j j i rj
d D D Dλ α χ γ ε

=
− + + + +∑              

 
which includes an error term and industry dummies (see 14) to control for 
heterogeneity among industries.  

As in the preceding section, a decomposition methodology is applied to 
assess the contribution of different components of firms’ aggregate export 
flows. Specifically, the total export sales (export value) of a firm i to a market 
r is now decomposed such that: 
 
(23) * *

, , , ,ln ln ln( )i r i r i r i rx n P Q= +                                    

 
where ,i rn  is the number of export products firm i exports to market r and 

)( *
,

*
, riri QP  denotes the average export value per product of firm i to the same 

market. ,i rn  is referred to as the market-specific extensive margin and 
*
,

*
, riri QP  to the market-specific intensive margin. Furthermore, )( *

,
*
, riri QP  is 

decomposed into average prices per kilogram and average volumes such 
that: 
 

(24) *
,

*
,

*
,

*
,

ˆlnˆln)ln( riririri QPQP +=      

 

where *
,

ˆ
riP  denotes the average price per kilogram of the products that firm i 

exports to market r and  *
,

ˆ
riQ  denotes the average volume per product to the 

same market. As in the former analysis, Equation (24) is first estimated and 
then each of the components of rix ,  is regressed on the variables on the RHS 

in (22).  
The results of the methodology are presented in Table 3. All standard 

errors are calculated using White’s (1980) heteroscedasticity-consistent 
covariance matrix. Data on GDP and distance was obtained for 113 countries 
which yields 46 967 observations for the 6 814 manufacturing firms21. GDP 

                                                 
21 As in the previous section, the analysis only includes firms whose total export 
value is at least 50 000 SEK (approximately € 5000). 
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was extracted from World Development Indicators (2004) and is measured in 
U.S dollars.  
 
Table 3. The effect of GDP and distance on firms’ export flows across geographical 

markets22. 

 
Export value 

Extensive margin 
(market-specific) 

Intensive margin 
(market-specific) 

Price Volume 

ln ilp  
0.44 

(0.02) 
0.09 

(0.01) 
0.35 

(0.01) 
0.03 

(0.06) 
0.32 

(0.02) 

ln isize  
0.57 

(0.01) 
0.25 

(0.01) 
0.32 

(0.01) 
-0.12 
(0.01) 

0.44 
(0.01) 

rYln  
0.35 

(0.01) 
0.12 

(0.01) 
0.23 

(0.01) 
0.04 

(0.01) 
0.19 

(0.01) 

rid ,  -4.4-E05 
(0.00) 

-2.2-E05 
(0.00) 

-2.2-E05 
(0.00) 

2.4-E05 
(0.00) 

-4.6-E05 
(0.00) 

Nordic
rD  

0.91 
(0.03) 

0.56 
(0.01) 

0.35 
(0.02) 

-0.19 
(0.02) 

0.54 
(0.03) 

Baltic
rD  

0.76 
(0.03) 

0.38 
(0.01) 

0.38 
(0.03) 

-0.35 
(0.03) 

0.73 
(0.05) 

R2 0.37 0.22 0.23 0.47 0.42 

*) Standard errors calculated according to White’s (1980) heteroscedasticity-consistent 
covariance matrix are presented in brackets.  

 
The parameter estimates have the expected sign. Firms’ export sales are 
larger to markets with high GDP but are lower to distant markets. Moreover, 
larger and more productive firms export more. Export sales to Nordic and 
Baltic (incl. Poland) countries are also higher than motivated by GDP and 
distance alone (the estimated parameters associated with DNordic and DBaltic are 

                                                 
22 The results presented in the table have been subject to the same set of robustness 
tests as the results in Table 2. The alternative procedures produced negligible 
changes in the parameter estimates. The results of the robustness tests are available 
from the author upon request. 
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positive and statistically significant).  The model explains about 37 % of the 
variation in the firms’ export sales across markets. The estimated elasticity of 
export sales with respect to market-size (measured in terms of GDP) is 0.35. 
The third column from the left, which reports the results for the number of 
export-products, shows that 34 % (12/35) of this relationship is due to that 
firms export a larger set of products to large markets. 66 % can thus be 
attributed to the intensive margin, i.e. export sales per product. Both 
margins decrease with distance.  

The decomposition of the intensive margin shows that about 17 % 
(0.04/0.23) of its relation to GDP can be explained by higher prices (value per 
kilogram) to destination markets with higher GDP. This can be due to either 
that (i) the prices of the same export products differ between markets with 
different GDP or that (ii) additional products exported to markets with 
higher GDP have higher prices or (iii) both. It is also evident that products 
shipped over longer distances tend to have higher prices. The coefficient 
estimate of distance for the price component is positive and significant. This 
indicates that prices are related to the distance sensitiveness of products in 
the sense that high-value products can be shipped over longer distances 
because the transport costs’ share is low for each given distance. This is a 
classic result in the Weber (1909) location model (McCann 2002). Average 
export volumes per product account solely for the intensive margin’s 
negative effect of distance, overcoming the positive effect from prices. 

 
4. SUMMARY AND DISCUSSION 
 
Modern trade theory suggests an important link between variety in export 
supply and exports and a growing literature is devoted to empirical 
assessments of the relationship between product variety, trade and welfare. 
Empirical studies suggest a strong link between product differentiation and 
comparative advantages. In addition, as micro-data on individual exporters 
have become available in different countries, several studies of how different 
characteristics of individual firms affect their export activities have emerged. 
In the firm-level studies, however, product variety has not been considered 
as a firm-specific characteristic pertinent for export activities. However, if 
consumers value variety, the variety in supply ought to be a significant 
attribute of firms.   

This paper employed a cross-section dataset of Swedish exporting firm 
to analyze the relationship between variety in export supply and exports. 
Variety in export supply was measured as the number of export products of 
a given firm. The existence of multi-product firms, i.e. firms which exports a 
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set of product varieties, was motivated theoretically by a fixed cost than can 
be shared by several product varieties. This implies economies of scope such 
that multi-product firms have cost advantages over single-product firms.  

The stylized facts of exporting firms that emerge from the Swedish data 
resemble the pattern from other countries. The typical exporting firms 
exports a limited set of products to a limited set of destination markets. 
Although firms with a large variety in export supply are relatively few in 
numbers, they constitute a substantial share of total export.  

In a regression of the magnitude of firms’ export sales on export variety, 
controlling for productivity, size and industry heterogeneity, the coefficient 
estimate is significant. Thus, all else equal, firms with higher export variety 
(number of export products) have larger export sales. A decomposition of 
the exports reveals that this relationship is primarily due to a larger set of 
destination markets. The estimates imply that 67 % of the relationship 
between export variety and the magnitude of export sales is due to a greater 
number of destination markets. This result is consistent with multi-product 
firms being able to recover larger entry costs and increase the geographical 
scope of their export activities through cost advantages. 

Moreover, the variety of firms’ export flows is not uniform across 
markets, but adjusts to ‘gravity variables’ such as market-size and distance. 
The coefficient estimates from the estimation of a one-sided gravity equation 
across firms and destination markets imply that 34 % of the relationship 
between market-size and size of export sales is due a larger number of 
export products. This can be explained by larger markets having a larger 
number of separable customer groups. Also, the variety of firms’ exports is 
lower to distant countries than to adjacent ones. 

The empirical analyses in the paper rested on cross-section correlations. 
Although the results are consistent with that multi-product firms have 
advantages in export markets, the methodology does not discriminate 
between alternative explanations of results. For instance, an argument can 
be made that a firm’s product line evolves over time in response to increased 
knowledge of the preference structure in different markets. This would 
mean that a firm’s export variety can be explained by its number destination 
markets and that there is endogeneity between exports and export variety. 
Ultimately this is an empirical issue which needs to be addressed with data 
over a sequence of periods. Nevertheless, the results presented in the paper 
point towards that variety in export supply is a pertinent attribute of firm’s 
exports and opens up for a number of further research topics. Besides the 
endogeneity issue, a future research question is to analyze firms’ supply 
decision regarding export products among different markets. This paper has 
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shown that the export variety of firms’ exports differ significantly across 
different markets. Further understanding of this variation – and thus the 
magnitude of aggregate exports amongst markets – require a more detailed 
model of firms’ supply decisions combined with a specification of the 
demand structure in different destination markets.  
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APPENDIX A  
 
With the CES preference structure demand advantages from producing a 
number of products arise because all consumers buy a limited amount of 
each variety. An alternative approach to product variety is to assume that the 
benefit of product variety arise from the presence of heterogeneous 
consumers. Lancaster (1990: p.189) points out that “… demand for variety 
may arise from a taste for diversity in individual consumption and/or from 
diversity in tastes even when each consumer chooses a single variant”. The 
formulation in (2) is an example of the former, i.e. taste for diversity in 
individual consumption. If there is diversity in tastes when each consumer 
buys a single product, returns from supplying a set of products arise from 
heterogeneous preferences among consumers. In this case, multi-product 
firms discriminate between consumers with different preferences and 
develop a product line accordingly. Such type of product differentiation can 
be illustrated with the ‘characteristic-approach’ developed in Lancaster 
(1966a,b). Figure A1 illustrates the principle.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure A1. Perfect product differentiation in Lancaster’s ‘characteristics approach’. 

 
In the figure, consumers are assumed to derive utility from two 
characteristics, Z1 and Z2. There are three products available on the market 
with different densities of the two characteristics. This give rise to three 
product vectors a, b and c. The straight and negatively sloped line that joins 
these vectors is the characteristics frontier, which is the same for all 
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consumers. Consumers choose a point on the characteristics frontier 
according their preferences. There are three groups of consumers (I, II, III) 
with different preferences over the two characteristics. The figure describes 
‘perfect’ product differentiation as each group of customer would consume a 
single product and there is a perfect match between the preferences of the 
consumers and the density in terms of the characteristics of the products.  
 
APPENDIX B 
 
The gross profit of a single-product firm, (1)g ,  is given by: 

 

(A1) (1) 1
g xε μ

ε
⎛ ⎞= ⎜ ⎟−⎝ ⎠

       

 
If single-product firms earn non-negative profits the total expenditure on 
products in product group k must equal the production costs of single-
product firms. This condition is given below: 
 
(A2) ( )kY n xβ μ α λ= + +                                    

 
Solving for x from (A2) yields: 
 

(A3) 
1 ( )kYx

n
β α λ

μ
⎛ ⎞= − +⎜ ⎟
⎝ ⎠

                                                                                                    

 
By substituting (A3) into (A1) the gross profit of a single-product firm is 
expressed as a function of the number of products in the market, (1) ( )g n : 

 

(A4) (1) ( ) ( )
1

kYg n
n

βε α λ
ε

⎛ ⎞= − +⎜ ⎟− ⎝ ⎠
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APPENDIX C 
 
Since ( )p xμ α λ− = +%  at ne (see (11) in the main text), the condition 

1 0
s sn nπ π+ − >  can be written as: 

 

(A5) ( ) ( 1) ( ) 0
1

e

s se

n n n
n

α λ α λ λ⎛ ⎞
+ + − + − >⎜ ⎟+⎝ ⎠

   

  
By simplifying, (A5) can be rewritten to read: 
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From (A6) it follows that: 
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THE EXTENSIVE MARGIN 

 
 - how familiarity breeds exports  
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Abstract  

Fixed entry costs play an important role to explain the heterogeneity among 
exporters in terms of the geographical scope of their export activities. Yet, the 
existing literature has paid little attention to the nature and variation of such costs 
across different markets. This paper proposes a link between familiarity and fixed 
entry costs, such that (all else equal) the cost of entering a familiar market is lower 
than entering an unfamiliar one. A testable implication of this is that familiarity 
should primarily affect the extensive margin (number of exporters) of exports. This 
hypothesis is tested by estimating a gravity equation on a panel that describes 
Swedish firms’ exports to 150 destination countries over a period of seven years. The 
results are consistent with the hypothesis and show that the effect of familiarity on 
the volume of aggregate exports is due to adjustments on the extensive margin. 
Adjustments on the extensive margin are large and have a significant impact on 
aggregate export volumes. The findings do not only help to clarify the nature and 
variation of fixed entry costs across destination markets: they also suggest a precise 
mechanism through which familiarity affects trade. 
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1. INTRODUCTION 
 
Firm-level datasets from different countries reveal strong heterogeneity 
across firms as regards their export activities. Most firms do not export and 
those that do typically only export to a limited set of destination countries1. 
Recent theoretical models – Melitz (2003), Helpman et al. (2004), Helpman et 
al. (2005), Chaney (2006) and Eaton et al. (2005) – have shown that market-
specific fixed entry costs combined with differences in the underlying 
characteristics of firms can explain not only why not all firms export, but 
also the observed heterogeneity among exporting firms in terms of the 
extent of their market penetration. Fixed entry costs imply that every market 
is associated with a productivity threshold, such that for each market firms 
self-select into exporters versus non-exporters. A merit of these models is 
that they provide a theoretical foundation for why export flows partly adjust 
on the ‘extensive margin’ (number of exporters).  

Despite the significance ascribed to fixed entry costs2 the existing 
literature has paid little attention to explanations of the nature and variation 
of such costs across different markets, both in empirical and theoretical 
studies. However, the observed disparities in the extensive margin between 
countries’ unilateral export flows suggest that firms do incur fixed entry 
costs market by market. An understanding of how and why the magnitude 
of such entry costs varies across destinations, therefore, is necessary to 
explain variations in the extensive margin and thus variations in market-
specific export flows.  

By adhering to basic transaction-costs theory this paper proposes that 
the magnitude of fixed entry costs are related to familiarity, such that they 
are lower if (potential) exporters are familiar with the destination market. 
The main motivation for this is twofold. Firstly, the costs associated with 
contractual agreements are typically sunk, i.e. a significant part of them are 
incurred before the actual trade takes place (fixed) and are irreversible3. 

                                                 
1Stylized facts are reported in inter alia Clerides et al. (1998), Bernard & Jensen (1995, 
1999), Bernard et al. (2003). See in particular Eaton et al. (2004) and Andersson (2006) 
for data on the heterogeneity among exporters in terms of the extent of market 
penetration. 
2 Without fixed entry costs, productivity threshold cannot be defined. However, 
Eaton et al. (2005) remark that fixed entry costs is not enough to explain the patterns 
described by data. Both transport costs and fixed entry costs are needed (ibid. p 3).  
3 Sunk costs are fixed costs, but fixed costs are not necessarily sunk. Both sunk and 
avoidable fixed costs lead to productivity thresholds, but fixed avoidable costs are 



Entry Costs and Adjustments on the Extensive Margin 

 61 

Secondly, contractual incompleteness is the norm rather than the exception 
and familiarity – encompassing informal and formal institutions such as 
culture, judicial systems and business ethics – can compensate for 
incomplete contracts (Hart & Holmström 1987).  

The role of familiarity in trade has a long tradition. Gravity estimations 
typically confirm that familiarity augments trade (see e.g. Huang 2007, 
Anderson 2000, Loungani et al. 2002, Johansson & Westin 1994ab, Hacker & 
Einarsson 2003). As familiarity has an evident geographical component, 
familiarity has also been advanced as a potential explanation for the 
‘mystery of the missing trade’ (Trefler 1995). Anderson (2000), for instance, 
maintains that there must be ‘extra transaction costs on top of transport 
costs’, since actual trade barriers and transport costs are too low to account 
for the difference between the size of observed trade flows and the 
predictions from standard models. The estimated effects of distance in 
gravity models are typically too large given the size of actual transport costs 
(Grossman 1998, Hummels 2001). Yet, notwithstanding the well-
documented effect of familiarity on trade, hitherto the mechanism by which 
familiarity enhances exports has to a large extent remained unresolved.  

A relationship between familiarity and fixed entry costs does not only 
help to clarify the nature and variation of fixed entry costs; it also suggests a 
precise mechanism through which familiarity affects trade. If higher 
familiarity translates into to lower fixed entry costs, the trade-augmenting 
effect of familiarity on aggregate trade flows should primarily represent 
adjustments on the extensive margin (number of exporters). Fixed entry 
costs enter in the decision of whether to export or not to a given market, but 
not in the decision of how much to export since they are already paid. 

The current paper tests this hypothesis on a panel dataset over seven 
years (1997-2003) of Swedish firms’ exports to 150 destination countries. The 
empirical strategy is as follows: Firstly, aggregate export flows (i.e. the sum 
of all exporting firms’ exports) from Sweden to each destination country are 
estimated using a one-sided gravity model, including dummy variables for 
familiarity. These estimates are used as benchmarks. Secondly, aggregate 
trade flows to each destination country and year are decomposed into (i) an 
extensive margin (number of firms) and (ii) an intensive margin (exports per 
firm). Then both components are estimated using the same model. This 
allows for an assessment of how each margin adjusts to the right-hand-side 
(RHS) variables in the empirical model. Variables that only have significant 
effect on the extensive margin should pertain to the magnitude of fixed 
                                                                                                                   
relevant for shutdown and exit decisions whereas sunk costs are not (c.f. Baumol & 
Willig 1981). Sunk costs associated with entry cannot be recovered on exit. 
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entry costs. The paper also tests whether there are differences in the results 
between differentiated products and products with reference prices, using 
the product classification developed by Rauch (1999). The contribution of the 
paper is not to show that familiarity affects trade. Rather, the novelty is that 
it (i) links fixed entry costs to familiarity and (ii) conducts an empirical test 
by analyzing how the extensive margin and intensive margin each adjusts to 
RHS variables in a gravity equation.  

The remainder of the paper is organized in the following fashion: Section 
2 presents the theoretical framework. It starts by illustrating how fixed entry 
costs associated with each market translate into market-specific productivity 
thresholds by using the basic structure of a model employed by Helpman et 
al. (2005) and Chaney (2006). This section provides a theoretical motivation 
for the empirical strategy in the paper. It then discusses the nature of fixed 
entry costs and outlines how such costs are related to familiarity by adhering 
to basic transaction-costs theory. Section 3 presents the data. The empirical 
methodology is motivated and discussed in Section 4. The results of the 
empirical analysis are presented in the same section. Conclusions of the 
paper are presented in Section 5.     
 
2. FAMILIARITY AND ADJUSTMENTS ON THE EXTENSIVE MARGIN 
 
2.1. Entry costs, productivity thresholds and the extensive and intensive 

margin of unilateral export flows 
 
The magnitude of a country’s export flows to a specific market depends on 
the size of two basic components: (i) number of exporting firms and (ii) 
exports per firm. The first component is referred to as the extensive margin 
and the second to the intensive margin. Variations in unilateral export flows 
can therefore be ascribed to adjustments on each respective margin.  

Recent contributions – Eaton et al. (2005), Helpman et al. (2004), 
Helpman et al. (2005) and Chaney (2006) – have made progress in explaining 
why and how trade flows adjust on each of the margins. In these models, the 
rationale for an extensive margin that vary across markets stems from a 
combination of market-specific fixed entry costs and firm heterogeneity as 
regards productivity. The combination of fixed (sunk) entry costs – which 
imply that each foreign market is associated with a productivity threshold – 
and a non-uniform distribution of productivities across firms explains why 
the number of exporters (the extensive margin) differs from market to 
market. While both the extensive and the intensive margin vary with 
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variable export costs and market size, fixed entry costs only affect the 
extensive margin.  

To illustrate the basic relationships and provide a motivation for the 
subsequent empirical strategy, the essential structure of the monopolistic 
competition model used by Helpman et al. (2005) and Chaney (2006) is 
presented. Utility in each geographic market r is given by: 
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where Nr denotes the set of products available for consumption in r. (1) 
implies that the demand for any product i in r, zi,r, is:  
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In (2), rip ,

~  denotes the (c.i.f) price of product i faced by consumers in market 

r and rY  the income in the same market. Pr represents the (ideal) price index 

in r, defined conventionally such that 1−= rrr PYU . Of the products in the 
set Nr = {1,…,n} some are produced domestically and some are imported 
from other geographic markets. All firms in the (world) economy produce 
distinct products. Although each product may not be available in each and 
every market, there are∑r rf products in the (world) economy, where fr 

denotes the number of firms located in market r.  
Firms in each market can potentially export their product to other 

markets, but exports are associated with costs. Exports from market r to 
market s are associated with iceberg transport cost, trs, and a fixed entry cost, 

rsF :   
 

(3a) 1>rst   1=rrt    
 
(3b) 0>rsF  0=rrF   
 
which implies that the cost of supplying a product varies from market to 
market.  Specifically, the cost of a firm i in r producing for market s is: 
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(4) , , ,i s rs i s r s
i

c t z Fβ
γ

= +   

 
where iβ γ  denotes firm i’s marginal cost. The magnitude of its marginal 

cost depends on the firm’s productivity, iγ , such that firms with higher 
productivity have lower marginal cost4. Due to the assumptions in (3a) and 
(3b), the cost of producing for the domestic market is however given by: 
 

(5) , ,i r i r
i

c zβ
γ

=  

 
The markets for final products are characterized by monopolistic 
competition. Each firm maximizes profits and faces a downward-sloping 
demand curve in each geographic market. Given (2) and (5), the price a firm 
i located in r charges in the domestic market r is:  
 

(6)  , 1i r
i

p σ β
σ γ

=
−

%    

 
whereas, given (2) and (4), the same firm charges the following price in 
market s: 
 

(7) , 1i s rs
i

p tσ β
σ γ

=
−

%  

 
It is now possible to determine the productivity threshold for exports from 
market r to any market s. A firm will export to a market as long as it can at 
least break even on its export flows to that market. For a firm i located in 
market r, the profits generated by exporting to market s are: 
 

(8)  , , ,i s i s i s rs rs
i

p z t Fβπ
γ

= − −%    

                                                 
4In Helpman, Melitz & Yeaple (2004), Chaney (2006) and Melitz (2003), among others, 
a firm’s productivity is drawn from a random distribution. A specification of the 
distribution of productivities across firms is not necessary for the current 
presentation.  
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Because 0rrF = r∀ , it follows from (8) that all firms will supply their 
respective domestic market. By making use of (2) and (7) and rearranging, 
(8) can be reformulated to read: 
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By setting si,π = 0 and solving for iγ  from (9), the productivity threshold as 

regards exports to market s from market r, ˆrsγ , is expressed as a function of 

characteristics in the destination market s ( ,s sY P ) and factors that pertain to 

the link between s and r ( ,rs rst F ):  
 

(10) ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

−

s

rs

s

rs
rs P

t
Y
F 1

1

ˆ
σ

αγ   

  
where α is a selection of constant parameters. The expression in (10) holds 
for all s r≠ and represents the productivity level necessary for the gross 
profits to recover the fixed entry cost. The productivity threshold increases 
in rsF  but decreases in sY . Thus, all else equal, larger markets have lower 
productivity thresholds, because sales revenues are larger in larger markets. 
Moreover, the threshold to distant markets is larger than to proximate 
markets because of transport costs and markets with higher price indexes 
naturally have lower productivity thresholds. Since transport costs and fixed 
entry costs are link-specific, the productivity threshold associated with 
exports to a destination market depends on the link between the origin and 
destination. If ks rsF F>  and (or) ks rst t>  the productivity requirement on a 
firm located in market k as regards initiating exports to s is higher compared 
to a firm located in r. 

All firms in r whose productivity exceeds ˆrsγ  will export to s. The 
selection of exporters versus non-exporters associated with each geographic 
market thus depends on the ex ante productivity distribution across firms. 
Hence, exports to market s of a firm i, siz , , located in r satisfy: 
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(11a) 0, >siz   iff  ˆi rsγ γ≥  

 
(11b) 0, =siz   iff  ˆi rsγ γ<  

 
Given a location in r the productivity thresholds associated with foreign 
markets 1, 2, 3, … m can be ordered in size such that 1ˆrγ < 2ˆrγ < 3ˆrγ  … < ˆrmγ . 
A firm with low productivity will then serve a limited number of markets of 
low order, i.e. low productivity thresholds, whereas firms with higher 
productivity can export to a larger number of markets. This illustrates that 
the extensive-margin vary across markets with different productivity 
thresholds. The intensive margin (export per firm) from r to s is given by: 
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where θ  is a selection of constant parameters. Given a productivity 
threshold, whether a firm in r exports to market s is conditional on that its 
own productivity meets the productivity threshold associated with s.  

As is evident from (10) and (12), both the extensive and the intensive 
margin vary with distance, market-size and the price index. However, the 
fixed entry cost, rsF , enters in (10) but is absent from (12). Thus, fixed entry 
costs affect the decision ex ante whether to enter a market or not, but do not 
have an impact on price and output decisions ex post. After entry, rsF  
represents sunk costs such that its level does not affect the intensive margin 
(output per firm)5. This forms the basis for the subsequent empirical 
strategy: variables that pertain to fixed entry costs should by definition only 
have a significant effect on the extensive margin, i.e. a specific component of 
export flows.  

 
 

 

                                                 
5 This result is comparable with the production and pricing decision of monopolies, 
in which sunk costs neither affect output nor prices. Also, as ascertained by Buchheit 
and Feltovich (2005, p.1), standard game-theoretic equilibrium concepts for 
simultaneous-moves games have the same implication in the sense that a change of 
the level of a player’s payoffs has no effect on the player’s best-response 
correspondence and no effect on equilibrium.   
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2.2. Theoretical motivations for a relation between familiarity and fixed 
entry costs   

 
2.2.1 Transaction costs and fixed entry costs 
 
A firm that exports to a foreign market has established exchange agreements 
with customers in the market in question. Such agreements are preceded by 
transaction costs.  

Transaction costs refer to costs of establishing exchange agreements 
(Williamson 1979, Joskow 1985). North & Thomas (1973) categorize these 
costs according the three consecutive phases in transaction processes: (i) 
search costs, (ii) negotiation costs and (iii) monitoring and enforcement 
costs. Before negotiations a buyer collects information about available 
products, potential sellers and the price and quality of their respective 
products. A seller scans markets for potential buyers and informs herself 
about demand structures, such as customers’ willingness to pay for different 
product attributes, and income patterns. Once a seller and a buyer are 
matched, the parties negotiate about the terms of a potential contract. This 
negotiation pertains to contractual liabilities, obligations and penalties, 
which includes type and time of delivery, product characteristics and form 
of payments. The third phase refers to costs associated with monitoring and 
contract enforcement. Monitoring can be done, for instance, through 
inspection and assessment of the delivered products. If the characteristics of 
the delivered products – or the general behavior of one part – deviate from 
the specifications in the contract, the solution is contract enforcement.  

Transaction costs preceding an exchange agreement cannot be recovered 
even if the contract associated with the exchange agreement is abandoned6. 
They are irrevocably committed and fixed because they are paid before the 
actual delivery takes place. The fixed entry costs a firm needs to pay to enter 
a foreign market thus depend on the costs of establishing exchange 
agreements with customers in that market.  

Moreover, transaction costs are generic in the sense they pertain to all 
exchange agreements irrespective of whether the agreements involve 
domestic or foreign parties. This generality is constructive for the 
characterization of fixed entry costs. From this perspective, the 
distinctiveness with exports is that the transactions cost associated with 

                                                 
6Because of this, high transaction costs can provide an incentive to invest in durable 
interaction capacity, which point towards rigidities and inertia in trading relations 
(Johansson & Westin 1994b). However, a discussion of arms’ length versus network 
relations is beyond the scope of this paper.  
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entering foreign markets are presumably higher than those associated with 
the domestic market. However, albeit they are higher on average, their 
magnitude is not uniform across foreign markets. One reason for this is 
variations in familiarity. 
 
2.2.2 Familiarity and the magnitude of transaction costs  
 
Familiarity with a foreign market generally alludes to familiarity with 
general characteristics that permeate the market. Institutions are typical such 
characteristics and refer to “constraints that structure political, economic and 
social interaction” (North 1990, p.97). Formal institutions include property 
rights, judicial systems and constitutions. Informal institutions include 
norms, traditions and rules of conduct.   

Familiarity with the formal and informal institutions in a foreign market 
reduces uncertainty and barriers pertaining to information and 
communication. Lower information and communication barriers translate 
into lower costs associated with search and negotiations. Mutual familiarity 
allows for the realization of communication and information economies 
(Williamson 1979). Knowledge of the foreign language is a basic form of 
familiarity and eases communication in a direct sense. Therefore, it facilitates 
the development of familiarity with the institutions in the foreign market. 
Moreover, as familiarity is typically developed through repeated interaction 
it tends in addition to be correlated with trust (c.f. Gulati 1995). This implies 
that familiarity affects the costs that are due to uncertainty about future 
states at the time of negotiations about the terms of a contract.  

The transactions-costs literature makes a fundamental distinction 
between complete and incomplete contracts (Williamson 1979, Joskow 1985, 
Hart & Holmström 1987, Hart & Moore 1999). Complete contracts are full 
contingent contracts which encompass a specification of the obligations of 
each part under all future contingencies. Incomplete contracts, on the other 
hand, are imperfect in the sense that they do not unambiguously specify the 
duties of each part in every possible state of nature. As market conditions 
change over time and uncertainty about future states is the norm rather than 
the exception, complete contracts are associated with substantial costs. The 
costs of establishing incomplete contracts are lower, but such contracts bring 
about a potential for opportunism ex post. Familiarity and trust can 
compensate for contractual incompleteness (Hart & Holmstrom 1987), as 
mutual trust implies that the expectations ex ante of ‘bad behavior’ ex post are 
reduced. Put differently, the parties can accept a higher degree of 
contractual incompleteness – and thereby reduce transaction costs – when an 
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exchange agreement involves environments which they trust and are 
familiar with7.  

Familiarity has a marked relation to geography. The familiarity with the 
informal and formal institutions in adjacent markets is typically higher than 
in distant markets. Likewise, institutions as such have a tendency to be more 
similar between markets that are located in proximity to each other, e.g. 
markets that share a common border. One reason for this is high interaction 
intensity over long time periods. Because of its geographical component, 
familiarity has been advanced as a potential explanation for the ‘missing 
trade’ (Trefler 1995). Extra transaction costs that are correlated with distance 
on top of transportation cost can explain why the estimated effects of 
distance in gravity estimations are too large, given the magnitude of actual 
transport costs (Grossman 1998, Anderson 2000). Several studies have 
shown that factors pertaining to familiarity have an impact on trade (see 
Anderson 2000 and Loungani et al. 2002 for overviews of the literature). A 
typical way in which the effect of familiarity is tested is to include dummy 
variables in gravity equations that represent a presumed familiarity and 
affinity (see e.g. Frankel & Rose 2002, Johansson & Westin 1994a, Hacker & 
Einarsson 2003). In a recent study, Huang (2007) extends this type of 
analyses by making use of Hofstede’s (1980) uncertainty aversion index. The 
results show that uncertainty-averse countries trade less with countries they 
are unfamiliar with.  

Although the consensus in the literature is that familiarity does augment 
trade, the mechanism(s) by which it does so has to a large extent remained 
unresolved. The link between fixed entry costs, transaction costs and 
familiarity described above suggests that familiarity should primarily 
represent adjustment on the extensive margin, i.e. a specific component of 
unilateral export flows. In what follows, this hypothesis is tested empirically 
by estimating a one-sided gravity model and separating between the 
extensive (number of exporters) and intensive (exports per firm) margin (c.f. 
Hummels & Klenow 2005, Andersson 2006) of Sweden’s unilateral export 
flows to 150 destination countries over a sequence of seven years.  
 
 
 

                                                 
7 The presentation here has a seller perspective. Familiarity can also operate from the 
customer side, but the methodology applied in subsequent parts of the paper cannot 
discriminate between ‘buyer’ and ‘seller’ familiarity. In either case it reduces fixed 
entry costs. Section 5 discusses this issue in more detail and raises marketing costs as 
alternative explanations of results. 



Jönköping International Business School 

 70

3. DATA AND DESCRIPTIVES 
 
3.1. Description of data sources 
 
A distinction between the extensive and intensive margin is made possible 
by Swedish manufacturing firm-level export data, obtained from Statistics 
Sweden (SCB). These data cover the period 1997-2003 and report each firm’s 
exports by destination country. Firms correspond to legal entities and are 
identified by a unique identity number. The number of exporters to a given 
destination country is then the selection of firms that have registered (i.e. 
positive) exports to that country.  

Data on GDP, GDP per capita and distance were obtained for 150 
destination countries8. GDP and GDP per capita are extracted from World 
Development Indicators (WDI) 2005 and are measured in constant US dollars9. 
Distances in kilometers from Sweden to the respective destination countries 
are computed using the latitude and longitude coordinates of the capital in 
each destination country and the capital of Sweden. The distances in 
kilometers are then given by the ‘circle-formula’, which are based on the 
sphere of the earth and gives the minimum distances along the surface.  

 
3.2. Illustration of the data and descriptive statistics 
 
The Swedish data reveal striking differences in the number of exporters 
between different markets. For instance, the number of exporters to Norway, 
which shares a common border with Sweden, is about three times as large as 
the number of exporters to the US although the Norwegian market in terms 
of GDP is only 2 % of the US market. In order to provide the reader with a 
feel for the data, Figures 1-4 illustrates a set of basic relationships between 
GDP, distance and the extensive and intensive margin, respectively. The 
relationships are based on average figures 1997-2003 are expressed in logs 
and are consistent those reported in Eaton et al. (2004) on French export 
data.  

Figures 1 and 2 plot the relationship between the number exporters (i.e. 
the extensive margin) and distance to and GDP in the destination countries, 

                                                 
8 A list of the destination countries included in the study can be found in Appendix A 
9 International trade transactions are conducted according to nominal exchange rates, 
why PPP adjusted figures can distort results. The results presented in subsequent 
sections are, however, invariant to whether one uses PPP-adjusted data or not. A 
comparison between PPP-adjusted GDP data and non-adjusted are provided from 
the author upon request.  
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respectively. Evidently, the number of exporters systematically decreases 
with distances and increases with market-size. Figures 3 and 4 plot the 
relationship between average export sales per firm to a destination country, 
i.e. the intensive margin of market-specific flows, and distance and GDP 
respectively. Export sales per firm decreases with distance and increases 
with GDP.  

 

 
Figure 1.  Number of exporters and distance (in logs). 
 

 
Figure 2.  Number of exporters and GDP (in logs). 
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Figure 3.  Average export sales per firm and distance (in logs). 
 
 

 
Figure 4.  Average export sales per firm and GDP (in logs). 
 
 
Table 1 presents descriptive statistics of the mean values over the period 
1997-2003 of Sweden’s exports and GDP and GDP per capita in the 150 
destination countries in the sample. Evidently, there is great variation in 
both total the export flows, the intensive and extensive margin across the 
destination markets. The distribution is skewed to the right, as can be seen 
form the difference between the mean and the median. A few destination 
countries are associated with a large number of Swedish exporters, a large 
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intensive margin and large export flows, respectively. The distribution of 
exports flows across space is highly uneven. The distribution of the data on 
GDP and GDP per capita described by the figures in the table is illustrious.  
 
Table 1. Descriptive statistics of continuous variables in the empirical model, (figures based 

on the variables’ mean value 1997-2003).* 

Variable Mean Median Std. deviation 

Exports  (in millions US $) 560.34 21.25 1 557.78 

Extensive margin                    
(# export firms) 

957.83 180.93 2 331.87 

Intensive margin                     
(in thousands US $) 

267.22 138.00 350.98 

GDP  (in billions US $) 184.00 10.71 723 .03 

GDP per capita                        
(in thousands US $) 

5.80 1.65 8.96 

Distance (kilometers) 6 310.02 6 192.00 3 851.07 

# obs 150 150 150 

*) The export data are from Statistics Sweden (SCB). GDP and GDP per capita are from World 
Development Indicators (WDI), expressed in constant US $. Distance refers to the distance in 
kilometers between Sweden’s capital city (Stockholm) and the capital city in each respective 
destination country.  

 
4. EMPIRICAL ANALYSIS  
 
4.1. Model specification, empirical strategy and estimation issues 
 
Empirical model  
 
As shown in Section 2.1, both the extensive and the intensive margin are 
functions of standard variables in gravity models, such as market-size (GDP) 
and distance. Variables that affect each respective margin are relevant for 
explaining aggregate exports, because total exports to each market are given 
by the number of exporters and their average exports. The empirical model 
is a one-sided gravity model. The volume of unilateral export flows from 
Sweden to a given destination country in each year 1997-2003 is modeled as 
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a function of GDP, GDP per capita, distance and a set of dummy variables. 
The model is presented in (13): 
 

          {, , ,( ) exp ...cap Nordic Baltic English
s t s t s t s s s sX Y Y d D D Dβ φα λ θ ρ ϕ= − + + +  

(13) 

},... A N Locked Is Poor
s s s sD D D Dς ξ γ ϑ+ − − −  

 
where Xs,t denotes the total export volume from Sweden to destination 
country s in year t. Ys,t is GDP (PPP adjusted, constant prices) and ,

cap
s tY  is 

GDP per capita (PPP adjusted, constant prices). ds denotes the distance (in 
kilometers) from Sweden to country s. GDP per capita reflects the 
purchasing power in a country. Moreover, it is also a proxy for political 
stability and quality of institutions (see inter alia IMF 2003)10. Because of this, 
uncertainty and expected enforcements costs can be higher in countries with 
low GDP per capita. ds denotes the (time-invariant) distance in kilometer 
from Sweden to country s. Equation (13) implies an exponential distance-
decay function. This is motivated by that transport costs per kilometer are 
more often than not lower for long-distance haulages compared to short-
distance ones, i.e. the relationship between transport charges per distance-
unit and distance is non-linear. This can be explained by that the choice of 
mode of transport, with different transport charges per distance unit, varies 
depending on length of haul.  

There are six dummy variables in the model of which three have a 
presumed bearing on familiarity. These three are: (i) a dummy for Nordic 
countries, (ii) a dummy for Baltic countries including Poland and (iii) a 
dummy for countries with English as an official language. In addition, the 
model includes dummies for Australia and New Zealand, landlocked 
countries, small remote island economies and poor countries. The 
motivation and definition of each of these dummy variables are presented in 
Table 2. The countries represented by the dummies for Nordic and Baltic 
(incl. Poland) are all countries in geographical proximity to Sweden and are 
presumably familiar to Sweden. The Baltic countries, including Poland, are 
relatively proximate and have colonial and historic ties with Sweden. The 

                                                 
10 In addition, Knack (2001) reports on a strong correlation between overall trust and 
GDP per capita.  
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Nordic countries have similar languages11 and share a common border in 
addition to a general geographical proximity.  

 
Table 2. Explanation and motivation for the dummy variables in (13). 

Variable Explanation Motivation 

Nordic
sD  

1 if country s is a Nordic country, 
0 otherwise 

Familiarity: common borders, language 
similarities, cultural proximity, colonial 
ties 

Baltic
sD  

1 if country s is a Baltic country 
(including Poland), 0 otherwise 

Familiarity: colonial ties (Estonia and 
Latvia), historic ties, proximity, 
previous studies (e.g. Johansson & 
Westin 1994b, Hacker & Einarsson 
2003) 

English
sD  

1 if English is an official 
language in country s. 

Familiarity: communication costs, low 
linguistic distance (English studies are 
mandatory in compulsory school in 
Sweden)   

,A N
sD  

1 if country s is Australia or New 
Zealand, 0 otherwise 

Great distance from Sweden but 
developed markets with English as 
their main language.  

Locked
sD  

1 if country s is landlocked (no 
coastline), 0 otherwise 

Higher transport costs, ceteris paribus. 
Between ⅔ and ¾ of world trade is 
shipped by water (ocean) carriers 
(Hummels 1999).  The median 
landlocked country has about 55 % 
higher transport costs than the median 
coastal country (Anderson & van 
Wincoop 2004). 

Is
sD  

1 if country s is a small remote 
island economy, 0 otherwise 

Special case: small markets, tourist 
economies, remoteness. 

Poor
sD  

1 if country s is poor (GDP per 
capita less than  3 500 US dollars 

1997-2003)  

Developing / underdeveloped 
countries. Special case. 

 
                                                 
11 As opposed to Norwegian and Danish, Finnish and Swedish have different traits. 
Swedish is a Germanic language (included in the Indo-European language family) 
whereas Finnish is a Uralic language (not part of the Indo-European family). 
However, Swedish is an official language in Finland.     
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DEnglish represents countries with English as their official language. This set of 
countries has no direct relation to geographical proximity. However, 
knowledge of the language in the foreign market reduces communication 
and information costs and facilitates the development of familiarity with 
both formal and informal institutions. As noted in the table, although 
English is not an official language in Sweden, English studies are mandatory 
in compulsory school in Sweden. 

The model in (13) also includes a dummy variable for landlocked 
countries, DLocked, which takes the value 1 if the country has no coastline and 
0 otherwise. Hummels (1999) remarks that about two thirds to three quarters 
of world trade (in terms of value) are shipped via ocean liners. This suggests 
that shipments of goods to a landlocked country, everything else equal, are 
associated with higher transport costs than non-landlocked countries. 
Anderson & van Wincoop (2004), for instance, report that the median 
landlocked country has on average 55 % higher transport costs than the 
median coastal country. The coefficient estimate is thus expected to be 
negative for both the extensive and the intensive margin. New Zealand and 
Australia are represented by DA,N. These countries are located at the greatest 
distance from Sweden, but are developed countries with English as their 
official language. An additional dummy controls for small remote island 
economies. These are small markets with typically undeveloped industry 
that to a large extent rely on tourism. Given these characteristics, they 
constitute a special case. The coefficient estimate associated with this 
dummy variable is therefore expected to be negative. Moreover, Poor

sD  
controls for poor developing countries.  

Taking logs on (13) leads to the equation to be estimated12:  
 

, , ,ln ln ln ...cap Nordic Baltic
s t s t s t s s sX Y Y d D Dα β φ λ θ ϕ= + + − + +  

(14) 
                                ,

,... English A N Locked Is Poor
s s s s s s tD D D D Dσ ς ξ γ ϑ ε+ + − − − +  

 
The equation describes a panel data model with seven time periods (1997-
2003) and 150 groups (destination countries). In line with previous studies, 
the parameter estimates for dummy variables that pertain to familiarity are 
expected to be significant and positive. In order to test the hypothesis that 
their effect on aggregate exports primarily is due to adjustment on the 

                                                 
12 Correlations between the independent variables in (14) are presented in Appendix 
B. 
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extensive margin, both the intensive and extensive margin are regressed on 
the right-hand-side (RHS) variables in (14). If the parameter estimates 
of Nordic

sD , Baltic
sD  and English

sD  are only significant and positive for the 
extensive margin but not for the intensive margin, it is consistent with the 
hypothesis that the effect of familiarity on aggregate trade flows primarily 
represents adjustments on the extensive margin. The separation between the 
extensive and the intensive margin is made in the following manner: 
 

(15)  , , ,ln ln ln f
s t s t s tX f x= +       ( ), , ,ln lnf

s t s t s tx X f≡  

 
where ,s tf is the number of exporting firms in Sweden that exports to 

country s in time t and ,
f

s tx  is  the average export sales per firm to the same 

country in the same time period. Thus ,s tf  is the extensive margin and ,
f

s tx  

the intensive margin. Regressing ,ln s tX , ,ln s tf  and ,ln f
s tx  separately on the 

RHS of (14) allows for an empirical assessment of which of the two margins 
that account for the effect of the variables on aggregate market-specific 
unilateral export flows. An underlying assumption in this empirical strategy 
is that all firms that meet the productivity threshold associated with a 
market exports to the market.  
 
Estimation issues 
 
As the model in (14) only includes three country-specific variables – GDP, 
GDP per capita and distance – it can be expected that there is heterogeneity 
among the destination countries not accounted for by the RHS variables. 
Such heterogeneity can, for instance, be due to unobserved attributes of the 
link between Sweden and the respective destination countries. A more 
apparent reason for unobserved country-specific effects is that the price-
index in each respective destination country is omitted from the model.  

Unobserved heterogeneity can be controlled for by either a fixed or a 
random effects estimator (Greene 2003, Wooldridge 2002). A merit of the 
fixed effects estimator is that it is robust to correlation between the 
unobserved country-specific effects and the independent variables. 
However, if a model includes time-invariant independent variables, such as 
distance, this robustness of the fixed effect estimator is of no use because it 
cannot be applied regardless of whether it is estimated using dummy 
variables or the ‘within transformation’ (c.f. Wooldridge 2002). The reason is 
that it uses the variation over time within each group. Because of this, 
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Wooldridge (2002) maintains that the random effects estimator is an 
appropriate alternative. If there is no correlation between the unobserved 
group-specific effects and the independent variables, the random effects 
estimator is more efficient than the fixed effects estimator because it uses 
more of the variation in the data, i.e. it uses both the variation within and 
between groups. The fixed effects estimator can be imprecise if there is little 
variation in some of the independent variables. Moreover, part of the 
(presumed) correlation between the independent variable(s) and the 
unobserved effects can be controlled for by including dummy variables for 
various groups (Wooldridge 2002, p.288). 

For these reasons, the model in (14) is estimated with the random effects 
estimator. Distance is time-invariant and the dummies for Nordic and Baltic 
countries controls for familiarity, which is presumably related to distance. 
Furthermore, there is no specific reason to assume that the price-index in 
each respective country, which is omitted from the model, has any particular 
correlation with the independent variables13. In the random effects model, 
the error term in (14), ,s tε , represents a composite error such that: 

 
(16) , ,s t s s tc uε = +  

 
where sc  is a country-specific random error and ,s tu  is an idiosyncratic 

error. sc  thus reflects unobserved heterogeneity across destination 
countries.  
 
4.2. Results – aggregate unilateral exports  
 
Table 3 present estimates of the parameters in (14). The estimates reported in 
the table are obtained from a random effects estimator adjusted for serial 
correlation in the idiosyncratic errors. An adjusted Breusch & Pagan (1980) 
Lagrange-Multiplier (LM) test shows that the null hypothesis of no random 
effects (i.e. country-specific random error) can be rejected for each model. 
Likewise, Bera’s et al. (2001) robust LM test for serial correlation in the 
idiosyncratic errors shows that the null hypothesis of no serial correlation 

                                                 
13 Chaney (2006) shows that the endogenously determined price index in a country 
(in general equilibrium) depends on its own size and an index of its remoteness from 
the rest of the world. A country’s remoteness relative to Sweden can be expected to 
have a minor impact on each country’s index of remoteness.   
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can be rejected14. Each table also reports the estimated autocorrelation 
coefficient associated with the respective estimations. 

The results are in line with the expectations. The 3rd column from the left 
in the table presents the results obtained for aggregate unilateral export 
volumes as dependent variable. The fit of the model for aggregate unilateral 
exports is 0.62. Total exports to a destination increase with GDP decrease 
with distance. The parameter estimate associated with GDP per capita is 
positive but insignificant.  
 
Table 3. Sweden’s exports to 150 destination countries 1997-2003. Estimates of parameters 

in (14), dependent variables: (i) export volume, (ii) extensive margin and (iii) 
intensive margin.a,b,c,d 

Variable Parameter 
Aggregate 

export flows       
(export volume) 

Extensive 
margin 

(# of exporters) 

Intensive 
margin 

(average export 
volume per 

firm) 

ln sY  β  
1.04* 

(15.07) 
0.49* 

(13.97) 
0.45* 
(6.77) 

ln cap
sY  φ  0.09 

(0.67) 
0.16* 
(2.41) 

-0.05 
(-0.32) 

sd  λ  
-0.002* 
(-6.76) 

-0.00007* 
(-4.64) 

-0.0001* 
(-3.91) 

Nordic
sD  θ  

1.94* 
(2.84) 

1.85* 
(4.76) 

0.08 
(0.12) 

Baltic
sD  ϕ  2.50* 

(3.64) 
2.16* 
(5.54) 

0.34 
(0.31) 

English
sD  σ  0.63* 

(2.42) 
0.37* 
(2.52) 

0.15 
(0.59) 

,A N
sD  ς  1.09 

(1.13) 
0.71 

(1.29) 
0.23 

(0.24) 

Locked
sD  ξ  

-0.97* 
(-3.51) 

-0.41* 
(-2.68) 

-0.60* 
(-2.26) 

                                                 
14 In addition, Baltagi’s & Li’s (1991) joint test for random effects and serial 
correlation suggested random effects and serial correlation in all estimations.   
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Is
sD  γ  -0.83** 

(-1.79) 
-1.26* 
(-4.88) 

0.05 
(0.12) 

Poor
sD  ϑ  

0.59 
(1.50) 

-0.28 
(-1.38) 

0.73** 
(1.88) 

Adj. BP (var(cs) =0) - 24.58* 595.21* 70.72* 

BSY (AR1) - 302.35* 45.94* 255.78* 

Estimated auto.corr 

( ρ̂ ) 
- 0.35 0.34 0.35 

R2 - 0.63 0.86 0.26 

# obs - 1 050 1 050 1 050 

a) Estimates obtained from a panel data estimation of Swedish exports to 150 destination 
countries 1997-2003. Random effects estimator adjusted for serially correlated idiosyncratic 
errors.  

b) * indicates significance at the 0.05 level, ** indicates significance at the 0.1 level,  t-values 
presented within brackets.  

c) Adj. BP refers to the test statistic of an adjusted Breusch & Pagan (1980) Lagrange Multiplier 
(LM) test for random effects, which works under serially correlated idiosyncratic errors; H0: 

( ) 2var s sc σ= =0, see (16) in the main text.  
d) BSY refers to the test statistic of Bera’s et al. (2001) robust LM-test for serial correlation in the 

idiosyncratic error, which works in the presence of random effects; H0: ( ), , 1,s t s tE u u − =0, 

see (16) in the main text. 
 
The parameter estimates associated with the dummy for Nordic and Baltic 
countries and countries with English as an official language are all 
significant and positive. The magnitude of the estimated effects are large, 
economic significant and consistent with previous studies of Swedish 
unilateral export flows (c.f. Hacker & Einarsson 2004, Johansson & Westin 
1994a). The estimated parameter for DNordic suggests that, all else equal, being 
Nordic increases Swedish exports with a factor close to seven, 
( { }exp 1.94 6.96= )15. Exports to Baltic countries (incl. Poland) are estimated to 

                                                 
15 If destination 1 and 2 are similar in all respects except that destination 1 is Nordic 
whereas destination 2 is not, the difference in the volume of exports to these 
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be more than 12 times larger than motivated by GDP, GDP per capita and 
distance alone, ( { }exp 2.50 12.18= ). English as an official language almost 

double Swedish unilateral exports, ( { }exp 0.63 1.88= ). It is also evident that 

landlockedness substantially reduces exports. All else equal, exports to a 
landlocked country is about 0.4 times as large as to a non-landlocked 
country, ( { }exp 0.97 0.38− = ). As expected exports to small remote island 

economies are on average lower, whereas DAN  and DPoor have no significant 
impact on aggregate unilateral export volumes.  

What kinds of adjustment give rise to these effects on aggregate exports? 
The 4th and 5th column from the left in Table 3 presents the parameter 
estimates obtained by regressing the extensive and intensive margin on the 
RHS variables in (14), respectively. The results for each respective margin 
show that the parameter estimates associated with DBaltic, DEnglish and DNordic 

are only significant for the extensive margin (number of exporters). 
Although the parameter estimates are positive, the magnitude of the 
parameters is small and they are not statistically significant. This is 
consistent with the hypothesis that familiarity pertains to the size of fixed 
(sunk) entry costs, as predicted from a transaction-costs perspective. The 
effect of the dummies representing familiarity on aggregate unilateral 
exports can thus be attributed primarily to adjustments on the extensive 
margin. Given the described magnitude of the effects on aggregate export 
volumes, adjustments on the extensive margin are important and can 
explain a significant part of the variation in aggregate unilateral export 
flows. This motivates and supports models which combine heterogeneous 
firms and market-specific fixed entry costs.  

The estimated effect of all individual variables in (14) on aggregate 
export flows can partly be attributed to adjustments on the extensive 
margin, i.e. differences in the number of exporting firms. GDP per capita has 
a positive effect on the extensive margin but not on the intensive margin. A 
potential explanation for this result is the correlation between the overall 
quality of institutions and the general level of economic development (see 
IMF 2003), which tends to reduce transaction costs. In terms of fit (R2), the 
one-sided gravity equation predicts the extensive margin much better than 
both aggregate export flows and the intensive margin. The R2 indicates that 
the model explains 85 % of the variation in the extensive margin across the 
destination countries, but 26 % of the variation in the intensive margin. For 

                                                                                                                   
countries according to the model in (14) is: { }1 2 1 2ln ln expx x x xθ θ− = ⇒ = . A 

similar interpretation applies to all dummies in (14).  
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the intensive margin, three variables – GDP, distance, landlockedness and 
the dummy for poor destination countries – are significant16. The negative 
and significant impact of landlockedness on both margins is in line with that 
landlocked destinations are associated with higher transport costs, i.e. 
higher variable costs of exporting.  

 
4.3. Robustness  
 
Various methods to assess the robustness of the results presented in Table 3 
were applied. The dependent variables – aggregate export flows, the 
extensive and the intensive margin – are skewed to the right, in the sense 
that the mean is much larger the median (see Table 2). Does the results 
remain robust if the parameters are estimated using the conditional median 
of the dependent variable(s), such that the parameters are estimated by 
minimizing the absolute deviations? In Appendix C, parameter estimates of 
the variables in (14) using median regression for (i) aggregate export flows, 
(ii) the extensive and (iii) the intensive margin are presented. These 
parameters are estimated with Koenker’s & Basett’s (1978) quantile 
regression technique at the 50th quantile, i.e. the median, on average figures 
1997-2003 with bootstrapped standard errors, (see Appendix for details). As 
can be seen from the Appendix, the results prevail when estimated using the 
conditional median of the dependent variables. Moreover, using average 
figures 1997-2003, aggregate exports, the extensive and intensive margin 
were regressed on the RHS variables in (14) using a robust regression 
technique17. This procedure produced identical results as those previously 
reported, with the exception that the parameter estimate for GDP per capita 
turned out to be insignificant. Also, the model in (14) was estimated with 
time dummies to capture time-specific effects, which left results 
unchanged18.  

The final check of the results is based on the observation that export 
products have different characteristics which are likely to have an impact on 
the costs of matching buyers and sellers and the overall magnitude of 
transaction costs. Rauch (1999) maintains that transactions of differentiated 
products are in general associated with more extensive search and 
information gathering because of product-specific attributes combined with 

                                                 
16 A peculiar finding here is that the parameter estimate associated with DPoor is 
positive.  
17 I used iteratively re-weighted least squares in which outliers receive lower weight. 
The results are available upon request.   
18 These results are available from the author upon request. 
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lack of reference prices. By empirically distinguishing between products 
traded on organized exchanges, products with reference prices and 
differentiated products (at the 3-digit and 4-digit SITC levels), Rauch (1999) 
finds that effects of proximity, language and colonial ties on bilateral trade 
flows are larger for differentiated products. In view of this, the following 
question is posed: are the previous results for the extensive margin mainly 
driven by differentiated products?19 Export products were classified into (i) 
products with reference prices and (ii) differentiated products, using the 
classification developed by Rauch (1999)20. This classification is standard and 
has been applied in other studies, such as Huang (2007). Due to ambiguities 
in the classification, Rauch (1999) used two alternative classifications, a 
‘conservative’ and a ‘liberal’. The former minimized the number of 3-digit 
and 4-digit products that are classified as either organized exchange or 
reference priced whereas the latter maximized those numbers. 

Tables 4 and 5 present the parameter estimates of the explanatory 
variables in (14) for the extensive and intensive margin, respectively, for 
each type of products. There were 150 destination countries for Swedish 
exports of differentiated products 1997-2003, but 128 and 131 destinations 
for Swedish exports of products with reference prices with the conservative 
and liberal classification, respectively. The parameters are estimated using a 
random effects estimator adjusted for serial correlation in the idiosyncratic 
errors. As in Table 3, the adjusted Breusch & Pagan (1980) Lagrange-
Multiplier (LM) test shows that the null hypothesis of no random effects (i.e. 
country-specific random error) can be rejected for each model and Bera’s et 
al. (2001) robust LM test for serial correlation in the idiosyncratic errors 
shows that the null hypothesis of no serial correlation can be rejected. 
Moreover, each table also reports the estimated autocorrelation coefficient 
associated with each model. 

                                                 
19 This is a test of the generality of the results in Table 3. Although the ordering of 
destination countries in terms of fixed entry costs should be unaffected by product 
classification, the magnitude of the effects on each margin may be altered. 
20 See the original source, Rauch (1999), for details on this classification. The third 
type of commodities, i.e. commodities traded on organized exchanges, were 
excluded as there were too few countries that imported such goods from Sweden 
during the period of analysis to make comparisons with the other type of goods and 
the aggregate flows meaningful. As reported in Rauch (1999), commodities traded on 
organized exchanges accounted for only 12-16 % of worldwide trade flows in 1990s. I 
used Rauch’s (1999) classification provided on Jon Haveman’s industry trade data 
webpage: 
(http://www.macalester.edu/research/economics/PAGE/HAVEMAN/Trade.Resource
s/TradeData.html).  
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 The results for the extensive margin in Table 4 show that the parameter 
estimate for the dummy variables associated with countries that have 
English as an official language is only significant and positive for 
differentiated products. This is consistent with the hypothesis that trade 
with differentiated products is more dependent on familiarity than products 
with reference prices. However, the estimated parameters for the dummies 
for Nordic and Baltic (incl. Poland) countries, respectively, are significant 
and positive for both differentiated products and products with reference 
prices. 
 

Table 4. Estimated parameters for the extensive margin: commodity classifications according 
to Rauch (1999), (i) differentiated products and (ii) products with reference prices. a,b,c,d 

 Conservative classification Liberal classification 

 Differentiated 
products 

Products with 
reference prices 

Differentiated 
products 

Products with 
reference prices 

ln sY  
0.51* 

(13.61) 
0.49* 

(12.52) 
0.51* 

(13.57) 
0.53* 

(13.41) 

ln cap
sY  

0.13** 
(1.81) 

0.10 
(1.30) 

0.13** 
(1.71) 

0.15** 
(1.91) 

sd  
-0.00008* 

(-4.55) 
-0.00007* 

(-4.12) 
-0.00007* 

(-4.47) 
-0.00007* 

(-4.23) 

Nordic
sD  

1.98* 
(4.82) 

2.07* 
(5.27) 

1.99* 
(4.47) 

2.07* 
(5.38) 

Baltic
sD  

2.28* 
(5.57) 

2.27* 
(5.71) 

2.29* 
(5.56) 

2.31* 
(5.94) 

English
sD  

0.38* 
(2.44) 

0.17 
(1.08) 

0.38* 
(2.49) 

0.22 
(1.41) 

,A N
sD  

0.82 
(1.43) 

0.70 
(1.26) 

0.80 
(1.41) 

0.69 
(1.27) 

Locked
sD  

-0.40* 
(-2.45) 

-0.33** 
(-1.89) 

-0.40* 
(-2.42) 

-0.21 
(-1.21) 

Is
sD  

-1.21* 
(-4.41) 

-0.84* 
(-2.33) 

-1.20* 
(-4.40) 

-0.96* 
(-2.29) 
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Poor
sD  

-0.29 
(1.37) 

-0.30 
(-1.34) 

-0.30 
(-1.41) 

0.23 
(-1.03) 

Adj. BP (var(cs) =0) 542.78* 277.69* 544.05* 269.22* 

BSY (AR1) 43.95* 36.58* 44.53* 36.34* 

Estimated auto.corr 

( ρ̂ ) 
0.30 0.24 0.31 0.22 

R2 0.85 0.82 0.85 0.83 

# obs 1 050 896 1 050 917 

a) Estimates obtained from a panel data estimation of Swedish exports to 150 destination 
countries 1997-2003. Random effects estimator adjusted for serially correlated idiosyncratic 
errors.  

b) * indicates significance at the 0.05 level, ** indicates significance at the 0.10 level. t-values 
presented within brackets.  

c) Adj. BP refers to the test statistic of an adjusted Breusch & Pagan (1980) Lagrange Multiplier 
(LM) test for random effects, which works under serially correlated idiosyncratic errors; H0: 

( ) 2var s sc σ= =0, see (16) in the main text.  
d) BSY refers to the test statistic of Bera’s et al. (2001) robust LM-test for serial correlation in the 

idiosyncratic error, which works in the presence of random effects; H0: ( ), , 1,s t s tE u u − =0, 

see (16) in the main text. 
 

Taken together, Tables 4 and 5 reveal that the differences in the parameter 
estimates between the extensive and the intensive margin reported in Table 
3 remain for both differentiated products and products with reference 
prices. The estimated parameters for both Nordic

sD , Baltic
sD and English

sD  are 
insignificant for the intensive margin. However, the dummy for Australia 
and New Zealand has a positive and significant parameter estimate for 
differentiated products. It is also evident that the parameter estimate for 
GDP per capita is insignificant for both types of products. Moreover, in 
Table 5 the estimated parameter for distance is lower for products with 
reference prices than for differentiated products. In Table 5, the estimated 
parameter for the distance variable is negative but insignificant in the case of 
products with reference prices. The difference between differentiated 
products and products with reference prices as regards the magnitude of the 
effect of distance is in line with previous findings on aggregate bilateral 
export flows, such as Rauch (1999) and Huang (2007). However, this 
difference in parameter estimates, however, is not apparent for the extensive 
margin in Table 4.  
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In summary, the results presented in Table 3 for aggregate export volumes 
holds for both differentiated products and products with reference prices: 
the effect of familiarity on exports – as manifested by parameter estimates 
associated with familiarity dummy variables – is primarily due to 
adjustments on the extensive margin (number of exporters).     
 
Table 5. Estimated parameters for the intensive margin (volumes): commodity classifications 

according to Rauch (1999), (i) differentiated products and (ii) products with reference 
prices. a,b,c,d  

 Conservative classification Liberal classification 

 Differentiated 
products 

Products with 
reference prices 

Differentiated 
products 

Products with 
reference prices 

ln sY  
0.34* 
(6.37) 

0.58* 
(8.90) 

0.33* 
(6.21) 

0.57* 
(8.97) 

ln cap
sY  

0.04 
(0.41) 

0.04 
(0.33) 

0.05 
(0.47) 

-0.04 
(-0.33) 

sd  
-0.0001* 
(-6.18) 

-0.00004 
(1.24) 

-0.0001* 
(-6.22) 

-0.00004 
(-1.23) 

Nordic
sD  

0.30 
(0.57) 

0.47 
(0.79) 

0.23 
(0.43) 

0.46 
(0.78) 

Baltic
sD  

0.51 
(0.96) 

0.95 
(1.54) 

0.50 
(0.92) 

0.97 
(1.62) 

English
sD  

0.11 
(0.56) 

0.13 
(0.55) 

0.14 
(0.69) 

0.08 
(0.32) 

,A N
sD  

1.38** 
(1.84) 

-0.18 
(-0.22) 

1.42** 
(1.85) 

-0.08 
(-0.10) 

Locked
sD  

-0.59* 
(-2.79) 

-0.72* 
(-2.72) 

-0.61* 
(-2.82) 

-0.59* 
(-2.20) 

Is
sD  

-0.16 
(-0.44) 

0.25 
(0.45) 

-0.12 
(-0.31) 

0.33 
(0.66) 

Poor
sD  

0.67* 
(2.23) 

0.46 
(1.23) 

0.67* 
(2.19) 

0.31 
(0.83) 

Adj. BP (var(cs) =0) 510.03* 315.42* 520.49* 378.53* 

BSY (AR1) 50.79* 60.48* 52.61* 64.37* 
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Estimated 

auto.corr ( ρ̂ ) 
0.23 0.16 0.25 0.19 

R2 0.52 0.49 0.51 0.49 

# obs 1 050 896 1 050 917 

a) Estimates obtained from a panel data estimation of Swedish exports to 150 destination 
countries 1997-2003. Random effects estimator adjusted for serially correlated idiosyncratic 
errors.  

b) * indicates significance at the 0.05 level, ** indicates significance at the 0.10 level. t-values 
presented within brackets.  

c) Adj. BP refers to the test statistic of an adjusted Breusch & Pagan (1980) Lagrange Multiplier 
(LM) test for random effects, which works under serially correlated idiosyncratic errors; H0: 

( ) 2var s sc σ= =0, see (16) in the main text.  
d) BSY refers to the test statistic of Bera’s et al. (2001) robust LM-test for serial correlation in the 

idiosyncratic error, which works in the presence of random effects; H0: ( ), , 1,s t s tE u u − =0, 

see (16) in the main text. 
 
 
5. CONCLUSIONS AND DISCUSSION  
 
Summary and conclusions 
 
Although fixed entry costs play an important role in explanations of the 
observed heterogeneity among exporters in terms of the extent of their 
export activities, the existing literature has paid little attention to 
explanations of the nature and variation of such costs across different 
markets.  

This paper proposed that fixed entry costs are related to familiarity. It 
was further maintained that such a relationship does not only help to clarify 
the nature and variation of fixed entry costs; it also suggests a precise 
mechanism through which familiarity affects trade. If higher familiarity 
translates into to lower fixed entry costs, the trade-augmenting effect of 
familiarity on aggregate trade flows should primarily represent adjustments 
on the extensive margin (number of exporters). Fixed entry costs enter in the 
decision of whether to export or not to a given market, but not in the 
decision of how much to export since they are already paid. 
Notwithstanding the well-documented effect of familiarity on trade, hitherto 
the mechanism by which familiarity enhances exports has to a large extent 
remained unresolved.  

Using a one-sided gravity equation augmented with dummies for 
familiarity – estimated on a panel describing Swedish unilateral exports to 
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150 destination countries over seven years – it was shown that the effect of 
familiarity on the volume of aggregate exports is primarily due to 
adjustments on the extensive margin. The results are thus consistent with 
the hypothesis that familiarity is associated with the size of fixed (sunk) 
entry costs. The magnitude of the effect of familiarity on aggregate export 
flows shows that adjustments on the extensive margin are large and 
economic significant. Moreover, by applying the commodity classification in 
Rauch (1999), it was further shown the effect of familiarity on the extensive 
margin holds for both products with reference price and differentiated 
products. Language familiarity, though, had only a significant effect on the 
extensive margin for differentiated products.  

The findings in the paper support general equilibrium models that owe 
to the export decision of individual firms and incorporate firm 
heterogeneity, such as Chaney (2006) and Eaton et al. (2005). The results also 
shed light on the nature and variation of fixed (sunk) entry costs across 
markets. In doing so, they partly elucidate the ‘mystery of the missing trade’ 
(Trefler 1995). Anderson (2000) maintains that there must be extra 
transaction costs on top of distance. As familiarity has a geographical 
component these extra costs can (at least partly) be attributed to fixed sunk 
costs of entry, which give rise to adjustments on the extensive margin that 
are larger than what is motivated by transportation costs alone. However, 
familiarity extends beyond geography. The results also suggest that 
language familiarity, which has no direct link to geography, pertains to the 
magnitude of fixed entry costs and enhances trade through the extensive 
margin.  
 
Extensions and unresolved issues – a discussion 
 
The research in this paper can be extended along a number of lines. The 
empirical strategy rested on an assumption of a non-uniform distribution of 
productivities across exporting firms and that this (combined with 
productivity thresholds) imply that not all firms export to all markets. 
Although it is well established that exporters are more productive than non-
exporters (see e.g. the surveys in Tybout 2003, Greenaway & Kneller 2005 
and Wagner 2006) the actual productivity of firms exporting to different 
markets was not observed. An avenue for future research is to estimate 
export productivity premiums for distinct markets, such that the difference 
in productivity between non-exporters and exporters for specific 
destinations is estimated. These market-specific export productivity 
premiums can then be explained by characteristics, such as familiarity, of 
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destinations. A study of this type, however, requires more detailed 
information on firm-specific attributes. The study by Ruane & Sutherland 
(2005), which  finds that firms that export globally are more productive and 
larger than those that export locally, is a step in this direction.  

A further topic for future research concerns the measurement and 
interpretation of familiarity effects. This paper applied dummy variables for 
groups of countries with which Swedish producers are presumably familiar 
and the analysis rested on the assumption that familiarity with a market 
makes sellers better equipped to penetrate the market. It should be 
recognized, however, that familiarity can also operate from the customer 
side and that the methodology applied in the paper cannot discriminate 
between ‘buyer’ and ‘seller’ familiarity. Transaction costs also include 
marketing costs. If customers are familiar with products from a foreign 
market, producers in that foreign market can, ceteris paribus, experience 
lower entry costs even though they do not have any particular familiarity 
with the institutions in the destination. Put simply, sellers may not know 
anything about a destination market, but consumers in that market can be 
familiar with the sellers’ products. This can partly explain why large firms 
with global brand names can enter many different markets at lower costs. It 
is established in the marketing literature that consumers, either explicitly or 
implicitly, use the country of origin (COO) on a symbolic level, i.e. as an 
associative link (Bilkey & Nes 1982, Schaefer 1997, Insch & McBride 2004). 
Perceptions of product attributes have been shown to be related to the level 
of socio-economic and technological development (Kaynak & Kara 2000) 
and there is evidence of ‘country-stereotyping’ (Samiee 1994, Kim & Chung 
1997). In terms of costs and efforts needed to penetrate a foreign market, 
sellers can thus benefit from originating from a country with a strong 
‘image’ internationally. Media coverage, product placements in television 
and movies, cultural influence are examples of factors that play a role for 
such an image and tend to correlate positively with the level of socio-
economic and technological development21.  

                                                 
21 Research has also shown that consumers evaluate products after their success in 
other markets (see Takada & Jain 1991). A firm that has successfully penetrated a 
‘lead’ market with high media coverage faces lower costs of penetrating ‘follower’ 
markets: e.g. all else equal, a new consumer durable good can be easier to sell in Asia 
if it has successfully been adopted by US consumers.  
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All of the above are examples of buyer rather than seller familiarity, but both 
effects can of course coexist and operate at the same time. Both also reduce 
the magnitude of fixed entry costs as they affect transaction costs22.  

In order to disentangle buyer and seller familiarity more sophisticated 
measures of familiarity which separate between buyer and seller are needed. 
Research in this vein has policy relevance since export promotion policies 
can be made along two fundamental routes: (i) targeting domestic firms and 
(ii) targeting potential customers in foreign markets.  
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APPENDIX A. The 150 destinations in the study 
 

Table A1. The 150 destinations in the study 

Albania                    Colombia               Honduras                Moldova                   Solomon 
Islands                

Algeria                     Congo, Rep.          Hong Kong, 
China                 

Mongolia                  South Africa       

Angola                     Costa Rica              Hungary                  Morocco                   Spain                   
Antigua and 
Barbuda              

Croatia                   Iceland                     Mozambique           Sri Lanka            

Argentina                Czech Republic     India                         Namibia                   St. Kitts and 
Nevis              

Armenia                  Denmark               Indonesia                 Nepal                        St. Lucia              

Australia                 Djibouti                  Iran, Islamic Rep.   Netherlands             
St. Vincent 
and the 
Grenadines   

Austria                    Dominica               Ireland                     New Zealand           Sudan                  

Azerbaijan              Dominican 
Republic              

Israel                        Nicaragua                Swaziland          

Bangladesh             Ecuador                 Italy                          Niger                         Switzerland        

Barbados                 Egypt, Arab 
Rep.                 

Jamaica                    Nigeria                     Syrian Arab 
Republic            

Belarus                     El Salvador            Japan                        Norway                    Tajikistan            
Belgium                   Eritrea                   Jordan                      Pakistan                    Tanzania             
Belize                       Estonia                   Kazakhstan             Panama                    Thailand            

Benin                        Ethiopia                 Kenya                       Papua New 
Guinea                 

Togo                    

Bolivia                     Fiji                           Korea, Rep.              Paraguay                  Tonga                  
Bosnia and 
Herzegovina          

Finland                  Kuwait                     Peru                          Trinidad and 
Tobago              

Botswana                France                    Lao PDR                  Philippines               Tunisia                
Brazil                       Gabon                    Latvia                      Poland                      Turkey                
Bulgaria                   Gambia, The         Lebanon                   Portugal                   Turkmenistan    
Burkina Faso          Georgia                  Lesotho                    Romania                   Uganda               

Burundi                   Germany                Lithuania                 Russian 
Federation               

Ukraine               

Cambodia               Ghana                    Luxembourg           Rwanda                    United 
Kingdom            

Cameroon               Greece                    Madagascar             Samoa                       United States     
Canada                    Grenada                 Malawi                     Saudi Arabia            Uruguay             
Cape Verde             Guatemala             Malaysia                  Senegal                     Uzbekistan         
Central African 
Republic         

Guinea-Bissau       Malta                        Sierra Leone             Vanuatu              

Chad                        Guinea                   Mauritania              Singapore                 Venezuela, RB   
Chile                        Guyana                  Mauritius                 Slovak Republic      Yemen, Rep.       
China                       Haiti                      Mexico                     Slovenia                    Zambia               
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APPENDIX C.  Median estimation of the parameters in (14) (average figures 
1997-2003). 

 
The median estimator follows the estimation procedure developed in 
Koenker & Basett (1978). Parameters are estimated by minimizing the 
absolute deviations: 
 

(A.1) ( ): :

1min (1 )
i i i i

i i i ii y x i y x
y x y x

n β β
β θ β θ

′ ′≥ <
′ ′− + − −∑ ∑        

 
where 0 1θ< <  is 0.5 (50th quantile, the median), such that positive and 
negative residuals get equal weight.  
 

Table A3. Median estimation of parameters in (14); aggregate export flows, extensive and 
intensive margin; (average values 1997-2003, bootstrapped standard errors with 
1000 replications).a 

Variable Parameter 
Aggregate 

export flows       
(export volume) 

Extensive 
margin 

(# of exporters) 

Intensive 
margin 

(average export 
volume per 

firm) 

ln sY  β  
0.99* 

(10.48) 
0.56* 

(13.65) 
0.42* 
(6.33) 

ln cap
sY  φ  

0.04 
(0.19) 

0.28* 
(2.46) 

-0.17 
(-1.11) 

sd  λ  
-0.0002* 
(-5.48) 

-0.0001* 
(-4.32) 

-0.0001* 
(-3.07) 

Nordic
sD  θ  

2.17* 
(4.49) 

1.59* 
(3.59) 

0.10 
(0.22) 

Baltic
sD  ϕ  2.84* 

(3.38) 
1.58* 
(2.28) 

0.41 
(0.93) 

English
sD  σ  0.41** 

(1.76) 
0.32** 
(1.75) 

0.04 
(0.18) 

,A N
sD  ς  0.96 

(1.45) 
0.56 

(1.24) 
0.28 

(0.65) 
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Locked
sD  ξ  

-1.09* 
(-3.06) 

-0.51* 
(-1.97) 

-0.71* 
(-3.14) 

Is
sD  γ  -0.74 

(-1.21) 
-1.05* 
(-3.31) 

0.14 
(0.26) 

Poor
sD  ϑ  

0.40 
(0.76) 

-0.18 
(-0.59) 

0.28 
(0.71) 

Pseudo R2 - 0.69 0.70 0.45 

# obs - 150 150 150 

a) * denotes significance at the 0.05 level, ** denotes significance at the 0.1 level. t-values 
presented within brackets. 
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TECHNOLOGY SPECIALIZATION AND 
THE MAGNITUDE AND QUALITY OF 

EXPORTS 
 

Martin Anderssona and Olof Ejermobc 
 
 

Abstract 
This paper examines how technology specialization, measured by citation-weighed 
patents, affects trade flows. The paper analyzes (i) the relationship between 
technology specialization and export specialization across regions and (ii) how the 
correspondence between the technology specialization of origin and destination 
affect the magnitude and quality of export flows. We find that the export 
specialization of regions corresponds to their technology specialization. Regions with 
higher specialization in a technology export more and charge higher prices. 
Moreover, export flows from regions to destination countries with similar technology 
specialization as the origin regions consist of products of higher quality in the 
specific technology, as indicated by higher prices. The results are consistent with 
knowledge and technology being important for export performance and with regions 
with higher specialization in a technology being better equipped to produce high-
quality products, for instance through product innovations. They also suggest that 
destinations with higher technology specialization have a more pronounced demand 
for high-quality products in the same technology.  
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1. INTRODUCTION 
 
The role of technology and innovation in trade has been recognized at least 
since the work by Posner (1961), Vernon (1966) and Hirsch (1967). These 
authors were early proponents of the view that comparative advantages can 
be created and maintained by investments in technology and knowledge. 
Today, many authors often refer to dynamic comparative advantages, i.e. 
comparative advantages that develop over time through knowledge 
accumulation processes associated with R&D, learning by doing and other 
measures.1 This view, of course, differs from the assumptions in the classic 
models of factor proportions which imply that comparative advantages arise 
from a given uneven allocation of (immobile) production factors between 
countries and are thus given by nature (Fagerberg 1996).  

Posner maintained that ‘technology capacity’ is an important predictor 
of a region’s export specialization.2 Vernon (1966) and Hirsch (1967) based 
their research on the assumption that the nature of competition in different 
sectors changes over time. As a consequence, the factors important for 
competitiveness changes over time as well. The essence of this framework is 
the product cycle model, in which the demand for different types of 
knowledge, skills and other inputs changes in a systematic way during the 
life cycle of a product (Andersson & Johansson 1984, 1998). Countries and 
regions with superior access to R&D, human capital and technologies then 
specialize on the early stages of the product cycle where R&D and 
innovations are most important.  

The present paper bears upon the abovementioned literature and 
examines the relationship between technology specialization and exports. 
Using citation-weighed patent data and detailed data on export activities of 
regions, the paper analyzes: (i) the relationship between technology 
specialization and export specialization across regions and (ii) how the 
technology specialization of origin and destination affect the magnitude and 
composition of link-specific export flows. The paper analyses (i) and (ii) 
using data on Swedish regions’ exports to European countries. Link-specific 
export flows thus refers to the exports by firms in a sector in one region to 
one specific country.  

                                                 
1 An associated assumption in this framework is that technology and knowledge do 
not diffuse instantly. 
2 See also Kaldor (1981). 
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A basic presumption in the paper is that knowledge is necessary not only to 
create, but also to maintain comparative advantages in a dynamic market 
economy. As the knowledge specialization of a region is determined by the 
technology field or domain of the knowledge-creating activities in the 
region, the export specialization of a region is expected to correspond to its 
technology specialization. However, it is recognized that knowledge and 
technology can also be acquired from export activities via e.g. ‘learning-by-
exporting’. The paper also maintains that knowledge and technology have 
an impact on the magnitude and composition of exports. Regions with 
higher technology specialization are expected to have higher capabilities of 
supplying high-quality products, for instance through the development of 
product innovations. This should be reflected in the quality of their export 
flows. At the same time, the demand for high-quality products is likely to be 
more pronounced from destinations with high technology specialization, 
such that the correspondence between the technology specialization of 
origin and destination alter the quality of the product traded. Standard 
consumer theory suggests that higher quality should manifest itself in 
higher prices. With respect to the magnitude of export flows, there are two 
opposing views on the effect similarities between the technology 
specialization in origin and destination. On the one hand, from a strict 
Ricardian perspective a country that is specialized in a specific technology 
would import fewer commodities related to that technology. On the other 
hand, in the presence of scale economies in production combined and 
limited domestic resources, a single region cannot be expected to be able to 
produce all possible goods (or varieties of a good) itself. From this point of 
view one should expect to observe trade flows between regions with similar 
technology specialization(s)3.  

In order to analyze how technology specialization affects the magnitude 
and quality of exports, a one-sided open gravity model, augmented with 
technology specialization indices in destinations and origins, is estimated. In 
the interpretation of the results, the possibility of alternative directions of 
causality driving the results are discussed and recognized.  

In addition to the focus on how technology and knowledge alter the 
quality of export flows, there are a number of novelties in the analysis. 
Firstly, the literature has somewhat uncritically used patent counts to 
characterize technological specialization and technological scope of 
countries. This paper employs citation-weighed measures. There is by now a 

                                                 
3 Cross-hauling within sectors is indeed a well documented phenomenon. 
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mounting literature on the usefulness of citations as a relevant ‘quality-
adjuster’ (e.g. Trajtenberg 1990, Harhoff et al. 2003, Lanjouw & Schankerman 
2004 and Hall et al. 2005). Secondly, the paper makes use of export data 
which enables us to study the export flows from individual well-defined 
regions in Sweden to European countries. This allows for an assessment of 
how technology specialization in origin regions and destination countries 
affects the export flows. Thirdly, we take advantage of a newly established 
concordance scheme between technologies and industries. The problem of 
how to ‘translate’ patent technologies using the international patent 
classification (IPC) to industry data is a recurring one. The concordance table 
developed by Schmoch et al. (2003) in a project for the European 
Commission (EC) has, for the purpose of this paper, the advantage that it is 
based on European patent data – rather than US or Canadian – to examine 
the correspondences between industry and technology. The present analysis 
is conducted at the European level and has European Patent Office (EPO) 
data as its basis.4 

The remainder of the paper is organized as follows: Section 2 presents 
the theoretical framework and formulates the hypotheses. Section 3 
describes the measures applied. Section 4 describes the data and Section 5 
presents the results of the empirical analysis.  Section 6 concludes. 

2. THEORETICAL FRAMEWORK 

2.1 Technology Specialization and Export Specialization 
 
Trade and productivity are related to each other. Ricardo’s classic analysis 
implies that regions will specialize according to their comparative 
advantages, which stem from relative productivity differentials5. An 
analytical weakness of many of the archetypal models within this 
framework is that relative productivity differentials are exogenously pre-

                                                 
4 Advocates of the use of USPTO data often put forward the argument that the U.S. is 
the world’s single largest economic market and any technological advantage sought 
here should therefore best reflect technological leadership. On the other hand, 
European firms are more familiar with the European market. There is a home bias 
effect in patenting (Criscuolo, 2006). 
5 Against this background, analyses of regions’ specialization across sectors 
frequently rest upon a specification of a vector of factors related to productivity in 
each sector and an assessment of the relative endowments of such factors across 
regions.  
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determined. Nevertheless, they imply that trade specializations depend on 
productivity. Moreover, ample recent studies on micro-level data show that 
exporting firms are more productive than non-exporting firms. One 
explanation for this result is that the most productive firms self-select into 
foreign markets because they are in a better position to recover sunk costs 
associated with foreign sales. Such a self-selection hypothesis has been 
suggested by e.g. Clerides et al. (1998), Aw et al. (1998) and Bernard & 
Jensen (1999). Similar to the classic Ricardian models, the works on self-
selection seldom addresses the sources of (ex ante) productivity differences 
among firms.  

Today it is widely recognized that technology and knowledge are 
important determinants of productivity. A large number of studies show 
that differences in productivity between countries as well as between firms 
can be traced to differences in technology and knowledge (Wieser 2005). 
Productivity advantages can be created and maintained by knowledge 
expansion and creation, such as R&D and learning-by-doing effects over 
time. R&D refers to investments in the production of new knowledge; both 
scientific knowledge and knowledge directed towards blueprints, practical 
applications and commercial objectives (cf. OECD 1980). Learning-by-doing 
(LBD) refers to new knowledge and skills acquired over time through 
repeated production experience. A special form of LBD is learning-by-
exporting, which stresses the same phenomena but accrue to firms active on 
international markets (World Bank 1993, Evenson & Westphal 1995)6.  

At the same time as knowledge is the fundamental output from R&D 
activities and LBD processes, the knowledge acquired in the past is an 
important input in present and future knowledge production activities. 
Knowledge is intrinsically of a cumulative character and the accumulated 
knowledge is a generic factor pertinent to retain and improve productivity 
levels. Product and process R&D for example are undertaken in order to 
develop new products and/or more efficient methods of producing existing 
goods. Product and process innovations raise productivity via:  

 
• higher output price due to product innovations (temporary 

monopoly).  
 

                                                 
6 Learning-by-exporting has also been advanced as an alternative explanation for the 
empirical regularity that exporters are more productive than non-exporters, but does 
not preclude self-selection. The hypotheses are not mutually exclusive (Wagner 
2006).  
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• improved production technologies (lower production costs) due 
to process innovations.       

 
That knowledge production activities are necessary, not only to create, but 
also to maintain productivity advantages is a core element in the general 
analysis of product cycles, dating back to the seminal works by Vernon 
(1966) and Hirsch (1967). In these kinds of models comparative advantages 
are dynamic and can be lost over time through imitation, product 
obsolescence and product standardization. In such an environment, 
retaining and improving productivity advantages require initiation of new 
product cycles, i.e. innovation activities, in which the accumulated 
knowledge is an important input. Recent contributions in this vein include 
the product cycle model in Grossman & Helpman (1991) where North needs 
to ‘climb the quality ladder’ to retain its advantages relative to South.   

Several studies are devoted to analyses of how technology and 
knowledge is related to exports. Examples include Soete (1981, 1987), Wolff 
(1995), Amable & Verspagen (1995), Verspagen (1991), Wakelin (1997, 1998), 
Sanyal (2004), Fagerberg et al. (1997), Dosi, Pavitt & Soete (1990) and 
Archibugi & Mitchie (1998)7. Many of these relate the Revealed Comparative 
Advantage (RCA) index after Balassa (1965) or export market shares to 
different types of technology- and knowledge-related variables, such as 
R&D and patents (see e.g. Sanyal 2004, Amable & Verspagen 1995, Grupp & 
Münt 1998 and Amendola, Guerrieri & Padoan 1998). The results generally 
point to a positive relation between exports and knowledge and technology 
and are consistent with the view that technology and knowledge 
accumulation are important drivers of comparative advantages and thus 
export performance. However, knowledge and technology are not 
necessarily exogenous. As previously mentioned, firms can acquire 
knowledge and technology via ‘learning-by-exporting’ such that exports has 
positive feedback effects on firms’ knowledge and technology 
accumulation8. Hence, there can be mutual causation. This implies that 
observed correlations between knowledge, technology and exports cannot 
unambiguously be interpreted as that knowledge and technology drive 
exports as the correlations can be due to the reverse causation. Lachenmaier 
& Wössmann (2006) recognizes this and carefully test the prediction that 
innovations are the driving forces behind the export performance of 

                                                 
7 See Dosi & Soete (1988) and Fagerberg (1996) for reviews of related literature. 
8 Examples of empirical studies that point to these kinds of effects are Castellani 
(2002), Criscuolo et al. (2004), Bernard & Jensen (1999) and Castellani & Zanfei (2003).  
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industrialized countries, while controlling for potential endogeneity 
between innovation and exports. Based on German firm-level data they find 
that innovation does indeed trigger exports9. Knowledge and technology – 
irrespective of whether acquired from previous export activities or 
independently developed – are however not only important for the 
development of new products and processes, but also for the capability of 
absorbing and assimilate potential knowledge flows from e.g. international 
trading partners (c.f. Cohen & Levinthal 1990)10. 

In view of this, we maintain that a region should be specialized and 
hence export goods in sectors in which it has relative knowledge 
advantages, i.e. the export specialization of a region should correspond to 
the knowledge specialization of the region. Even though the framework here 
suggests that productivity advantages are dynamic and depend on the 
accumulated knowledge the standard Ricardian framework is still 
applicable to explain export specialization patterns across regions in a given 
time period. We illustrate this with a simple dynamic version of a standard 
Ricardian model. Assume there is a continuum of goods defined on the 
interval [ ]1,0∈x . Each good, x, is produced according to the following 
production technology in each time period: 
 
(1) )()()( tltAtq xxx =  
 
where )(tAx denotes (labor) productivity in period t and )(tlx denotes the 
amount of labor employed in production. The productivity in producing x in 
a given time period T depends on the accumulated knowledge up to time T, 

)(TKx :  
 
(2) ( ))()( TKfTA xx =  
 
where the knowledge evolves in a ‘learning-by-doing’ process, such that the 
accumulated knowledge in time T is given by: 
 

                                                 
9 Their findings do however not preclude ‘learning-by-exporting’. Moreover, the two 
hypotheses are not mutually exclusive. 
10 In this sense, own R&D can potentially be seen as a prerequisite for materializing 
‘learning-by-exporting’ effects.  
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(3) ,)()( ∫
∞−

=
T

xx dttqTK λ  10 << λ  

 
The relative productivities in time T for each good between 2 regions 
(foreign region denoted by *) are: 
 

(4) 
)(
)(

)(
)( *

* Ta
Ta

TA
TA

x

x

x

x =  

 
In each time period then, the model is exactly the ‘standard’ Ricardian 
model. Conditional on wages, trade between two regions is determined by 
relative productivities.11 The knowledge specialization of a region manifests 
itself in the region’s technology specialization, because the knowledge 
specialization is determined by the technology field or domain of the 
knowledge-production activities. In view of this the following hypothesis is 
formulated: 

 
H1 =In a given period of time the export specialization 

of a region is positively associated with the 
technology specialization of the region. 

 
A positive association between the technology and the export specialization 
of regions is consistent with knowledge and technology being important for 
gaining and retaining comparative advantages, but does not preclude the 
possibility of mutual causation. Knowledge and technology acquired from 
export activities in the past can certainly be important for present and future 
export performances.  

2.2 Technology Specialization and the Magnitude and Quality of Export 
Flows 

 
Technology specialization patterns are not only likely to have an impact on 
aggregate export specializations. They are also likely to affect the size and 

                                                 
11 By ranking all goods such that lower values of x corresponds to higher home 
relative productivity, the home region will specialize and export those goods whose 
index is lower than a threshold value x~ . Home exports all goods for which xx ~< . 
At the threshold, x~ , where )~()~( ** xawxwa = , trade is indeterminate.  
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structure of export flows between origin and destination. In particular, we 
argue below that the correspondence between regions’ technology 
specializations influences the quality of the products they trade.  

A region typically exports to a set of destination markets with different 
technology specializations. There are two basic aspects on how the size of 
the export flows to a given destination market is affected by the technology 
specialization in the destination market. On the one hand, classic models of 
interregional and international trade provide no rationale for export flows 
from one region to another if they have similar technology specialization(s), 
i.e. similar endowment(s) of knowledge. In this perspective export flows 
from an origin to a destination market with similar technology specialization 
would be lower than the export flows to destination markets with dissimilar 
technology specialization. On the other hand, the Burenstam-Linder (1961) 
hypothesis, suggests that trade is most intense between countries with 
similar economic structures because of preference similarities. Empirical 
evidence confirms that a considerable share of bilateral trade is constituted 
by intra-industry (IIT).12 The two alternative views entail certain ambiguities 
regarding how similarities between technology specializations affect the 
magnitude of aggregate export flows.  

Besides affecting the magnitude of aggregate exports, there are strong 
theoretical arguments in favor of that the overall quality of the goods traded 
is related to the technology specialization of origin and destination. Bilateral 
IIT is explained by adhering to either vertical or horizontal product 
differentiation. The former refers to products that differ in quality and hence 
price (e.g. Flam & Helpman 1987, Falvey & Kierzowski 1987), whereas the 
latter refers to differentiated products of the same price and quality (e.g. 
Krugman 1980). Horizontal product differentiation rests on preference for 
variety among consumers and vertical product differentiation on 
heterogeneous consumers as regards preferences for product qualities.  

In accordance with vertical product differentiation, a salient feature of 
sectors is products of different qualities. Products within a sector have 
typically different positions on the ‘quality-ladder’ associated with the 
sector. The production of products of high quality – the upper segments of 
the quality ladder – normally requires a specialization in the technology 
associated with the sector. These kinds of products are often complex, highly 
specialized and require state-of-the-art technical knowledge and equipment. 
Regions with strong specialization in a technology corresponding to a 

                                                 
12 See e.g. Greenaway et al. (1998).  
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particular sector are therefore better equipped to produce high-quality 
products and develop product innovations within the sector. This means 
that technology specialization is related to the supply capacity of products of 
higher quality. However, technology specialization patterns are also related 
to the demand for high-quality products.  

We maintain that a destination’s demand for high-quality products in a 
sector is positively related to its own specialization in the technology 
associated with the sector. Our motivation for this is twofold. Firstly, scale 
economies are a pervasive phenomenon across sectors. Combined with 
limited domestic resources it can be expected that a single region cannot 
produce all (potential) products in any quality level even though it is 
specialized. Secondly, specialization in a technology typically implies a 
strong demand for high-quality capital goods in the same technology. For 
example, the production of high-quality goods often requires high-quality 
intermediaries. To fix ideas, consider the basic preference function in Hallak 
(2006):  

(5) ( )
1

s ss

s
s g gg G

U x
α αγθ

∈
⎛ ⎞= ⎜ ⎟
⎝ ⎠∑        0 , 1s sγ α< <    s∀  

 
where sU   is the utility consumers derive from the consumption of products 

sg G∈  in sector s. gx  is the quantity consumed and gθ  denotes the quality 

of product g13. sγ  is a parameter describing the intensity of consumers’ 
preference for quality in sector s. The general structure in (5) can readily be 
assumed to apply to all regions and sectors. However, the magnitude of 

sγ can vary among regions, such that there are differences in the demand for 
quality between different regions as regards sector s. As shown in Appendix 
A, if sγ  is high consumers spend a larger share of their income on high-
quality products. We argue that the intensity of preference for quality in a 
sector s, sγ , of a region is positively related to its specialization in the 
technology in the sector. This then means that regions specialized in a 
certain technology have a more pronounced demand for high-quality goods 
in the sector associated with that technology.   

                                                 
13 The production of products or development of product innovations with high θ, 
i.e. high quality, is as aforementioned assumed to require a strong technology 
specialization. 
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Taken together, the relation between technology specialization, supply 
capacity and demand structure outlined above imply that export flows of a 
region to destination markets with similar technology specialization(s) are 
characterized by highly specialized and complex high-quality products. 
What distinguishes such type of commodities? Standard consumer theory 
suggests that higher quality is associated with higher willingness-to-pay, as 
higher willingness-to-pay necessitates that the attributes of the products in 
question are superior to other products. Therefore, the price of export 
products can be used as an indicator of the quality of the products within a 
specific technology. In view of this the following hypothesis is formulated: 
 

H2 = Export flows to destination markets with a similar 
technology specialization as the region of origin are 
characterized by highly specialized high-quality 
products. This manifests itself in higher export 
prices to destinations with similar technology 
specialization as the origin. 

 
This hypothesis builds on technology being primarily associated with 
product innovations of higher quality. Process innovations that imply cost 
reductions could instead result in lower prices. However, the focus is here 
on product innovations and the subsequent empirical analysis employs a 
measure of technology that is primarily associated with product 
innovations.  

3. DATA AND MEASURES OF TECHNOLOGY AND EXPORT 
SPECIALIZATION 

3.1 Data sources 
 
Patent data are used in this paper to indicate technological specialization. 
They are weighed by the number of citations they receive, since many 
patents have little value. Used in this way, weighed patents are more likely 
to reflect innovation, rather than inventive behavior. Results from Levin et 
al. (1987) and Arundel et al. (1995) show that managers rank patents as 
better at protecting product innovation rather than process innovation, both 
for the U.S. and Europe. We therefore interpret patent data to be more likely 
to capture elements of product innovation rather process innovation. This 
also implies that in testing hypothesis H2, patent data is appropriate since 
process innovations may to lead to lower prices, while product innovations 
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are often of higher quality (superior product attributes) compared to existing 
products and are therefore associated with higher willingness-to-pay, such 
that firms can charge higher prices.  

The patent data are obtained from the European Patent Office (EPO). 
Inventors’ addresses14 are used to allocate the patents to different countries 
using fractional counting. The following countries are included in the 
sample: Austria, Belgium, Denmark, Finland, France, Germany, Greece, 
Ireland, Italy, Luxembourg, Netherlands, Norway, Portugal, Spain, 
Switzerland and the United Kingdom. Swedish patent data are used on a 
regional level. Citations to these patents have been added from material 
provided by Colin Webb at the OECD, and is documented in OECD (2005). 
As discussed in that document, only using EPO-patents’ citations could bias 
results for certain patents. Therefore, the citations used here also comprise 
those from non-EPO sources as documented in World Intellectual Property 
Organization (WIPO) files. This practice differs compared to the widely used 
NBER patent data set on citations, which only covers US patent citations. 
OECD (2005) only recommends using data from 1982-1999 in their 
material.15 This study employs EPO-patents from 1993-1999.  

The export data are from 2003 and are provided by Statistics Sweden 
(SCB). These data report exports in value (SEK) and volume in kilogram, for 
each exporting firm, product and destination. SCB has regionalized export 
data by firm and product on the basis of the location of production facilities. 
The structure of these data thus makes it possible to study the export flow 
from a region in Sweden to a given destination in terms of (i) export value, 
(ii) export volume and (iii) export prices (value per kilogram). A region’s 
total export is thus the sum of the exports of all firms located in that region. 
Regions are defined as integrated Local Labor Market (LLM) regions, of 
which there are 81 in Sweden (see NUTEK, 1998). The exports are registered 
by product according to the Combined Nomenclature (CN) classification 
system.  

A concordance table has been used to ‘translate’ the technology class 
(the so-called IPC-code of each patent) into industrial sectors using the 
NACE-code system. The division in this paper is by 43 sectors. The sectors 

                                                 
14 We thank Bart Verspagen for providing EPO data divided by country. The material 
originates from Maurseth and Verspagen (2002). 
15 EPO was started in the late 70’s, so using the first few years may bias counts 
downward. Also, using data after 1999 is likely to lead to truncation biases, since 
most patents issued after that date have not yet received many citations. 
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are listed in Appendix B. A concordance table between CN and NACE is 
used to couple the export data to the same industrial sectors.16 

3.2 Measures of technology specialization and export specialization 
 
The Technology Specialization Index (TSI) applied here measures how the 
share of patenting in a sector s, in a country i relates to the same share 
measured for all countries17. We use P to denote “patents” and use the 
following abbreviations: ∑=

j isjis PP , i.e. the sum of individual patents j 

belonging to i, s, ∑=
s isi PP  is therefore all patents in country i, 

∑=
i iss PP is all countries’ patenting in sector s, and ∑=

s sPP is the sum 

of all patenting. The TSI index for country i in technology s is hence written: 
 

(6) 
PP
PP

TSI
s

iisI
is /

/
=   

 
The technology specialization of regions is calculated in an analogous 
manner. However, we use two different levels of comparison. The first 
employs European sectoral patenting as reference in the denominator, 
whereas the second uses Swedish sectoral patenting as its reference point18. 
In the first case, for a Swedish region r we specify: 
 

(7) 
PP
PP

TSI
s

rrsII
rs /

/
=   

 

                                                 
16 This concordance can be found on Eurostat’s Ramon project homepage: 
http://europa.eu.int/comm/eurostat/ramon/index.cfm?TargetUrl=DSP_PUB_WELC 
17 Some studies normalize the specialization indices used in this study through a 
monotonic transformation, such that the specialization indices are bounded between 
-1 and 1 (e.g. Malerba & Montobbio, 2003). The analyses presented in subsequent 
sections do not apply this transformation. However, results with transformed 
specialization indices are identical to the ones reported in the paper. These results are 
available from the authors upon request. 
18 The second variant is equivalent to the location quotient. 
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so that ∑=
j rsjrs PP are all the patents in Swedish region r, sector s and 

∑=
s rsr PP  region r’s total number of patents. Using Sweden as reference 

point, the technology specialization is:  
 

(8) 
sweswes

rrsIII
rs PP

PP
TSI

/
/

)(

=   

 
To construct citation-weighed measures of technology specialization, we use 
the following abbreviations: ∑=

j isjj
w

is PwP , with jw  being the number of 

citations that patent j receives. The citation-weighed measures then follow 
analogous to before, where ∑=

s
w

is
w

i PP , ∑=
i

w
is

w
s PP ∑=

s
w

s
w PP :  

 

(9) ww
s

w
i

w
isIw

is PP
PP

TSI
/
/

=   

 
Similarly, we define: 

(10) ww
s

w
r

w
rsIIw

rs PP
PP

TSI
/
/

=   

 
and: 
 

(11) w
swe

w
swes

w
r

w
rsIIIw

rs PP
PP

TSI
/

/

)(

=   

 
The export specialization of a region r in sector s is measure equivalently 
and is given by: 
 

(12) 
sweswes

rrs
rs xx

xx
ESI

/
/

)(

=   

 
where xrs denotes region r’s exports in sector s and xr the region’s total 
exports.  



Technology Specialization and the Magnitude and Quality of Exports 

 113

4. TECHNOLOGY SPECIALIZATION OF COUNTRIES AND REGIONS 

4.1 Technology specialization of countries 
 
Table 1 shows descriptive statistics of the data on technology specialization 
in European countries across sectors. The information about which country 
has the most patenting is given by the means for iP , since all countries have 
patenting19. The five countries with the highest patenting in 1993-1999 are in 
descending order: Germany, France, United Kingdom, Italy, and 
Switzerland. However, by weighing patents by the number of citations, Italy 
and the UK switch places and notably, Sweden falls from 7th to 10th place.  

Examining the variation in specialization can be done in two ways from 
Table 1, both by the coefficient of variation20 and by the chi-square of 
sectoral specialization also used by Laursen (2000) and Archibugi and Pianta 
(1992, 1994). The coefficient of variation is generally higher for small 
countries. Notably Finland has an exceptionally high coefficient of variation, 
followed by Portugal and Luxembourg. Italy, Austria and Spain are the least 
specialized by this measure. 

The measure, given in (13), takes the difference between a country’s 
share in a sector s and the corresponding share for our group of countries 
and squares this difference (the numerator), relates this to the share for our 
group of countries (denominator) and then sums for all sectors.  
 

(13) 
( ) ( )

( )

2

2 si si si sis i s i
i s

si sii s i

X X X X

X X
χ

⎛ ⎞⎡ ⎤−⎜ ⎟⎣ ⎦= ⎜ ⎟
⎜ ⎟
⎝ ⎠

∑ ∑ ∑ ∑
∑ ∑ ∑ ∑

 

 
 
 

                                                 
19 Max ( iP ) for instance describes how much patenting occurs in the most patent-

intensive sector. 
20 Since the CV-measures are rather similar across variables, we only present the 
coefficient of variation for weighed patenting in order to conserve space. 
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The result in Table 1, 2
Pχ  for non-weighed patents and 2

WPχ for weighed 

ones, shows that the small countries have the highest specialization (Greece, 
Luxembourg, and Finland when we use 2

Pχ , and Finland, Portugal and 

Luxembourg when we use 2
WP

χ ) and the large countries have the least 

specialization (France, Germany and Italy using 2
Pχ  and France, Germany 

and Spain for 2
WP

χ  ). This points to a clear tendency for the amount of 

patenting and country size to be inversely related to specialization21. 

4.2 Technology specialization of Swedish regions 
 
We restrict our attention here to the main features of regional technology 
specialization. Patent data has been allocated to 81 local labor market 
regions (LLM). Counts of unweighed patent fractions show that the 
Stockholm region has the highest amount of patenting, followed by the 
Gothenburg and Malmö regions. This matches closely population size. 
Stockholm (~ 2104 patent fractions) has around twice the patenting of 
Gothenburg (~ 1043) and three times that of Malmö (~ 679) for the full period 
1993-1999. This order is unchanged if we consider weighed values. 
However, Stockholm patents are on average more highly cited than those of 
the other two. Moreover, patenting becomes more unevenly distributed 
when we consider weighed counts.  

This result is akin to what is generally found in the literature when 
citation-weighed counts are compared to unweighed ones, except that our 
results here refer to the distribution across regions22.  Does the variation in 
the regional data follow or deviate from the variation in the county data? To 
answer this question we modify the notation in (13) to: 

 

(14) 
( ) ( )

( )

2

2 sr sr sr srs r s r
r s

sr srr s r

X X X X

X X
χ

⎛ ⎞⎡ ⎤−⎜ ⎟⎣ ⎦= ⎜ ⎟
⎜ ⎟
⎝ ⎠

∑ ∑ ∑ ∑
∑ ∑ ∑ ∑

 

                                                 
21 We ran a few simple linear regressions between amount of patenting and 
specialization which confirmed a statistically significant negative association 
between the two. 
22 A different paper by Ejermo (2006) describes the Swedish regional distribution of 
unadjusted and quality-adjusted patenting. 
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The important question is how we can compare regions with countries in 
terms of variation, since the measures we have considered calculates values 
for each country/region respectively. We here examine the standard 
deviation of patenting a, minimum and maximum across countries/regions 
of 2

Pχ  and 2
WPχ , as an approximation, and also consider the standard 

deviation of all patenting, unweighed and citation-weighed across 
countries/regions. The results are given in Table 2.  
 
Table 2. Variation in specialization across countries and regions.a 

Measure Mean SD CV min Max obs 

iP  (countries) 328.93 546.51 1.66 3.03 2 237.61 17 

iP  (regions) 1.78 6.10 3.42 0.00 47.83 81 

w
iP  (countries) 111.67 175.15 1.57 0.37 677.37 17 

w
iP  (regions) 0.29 1.25 4.28 0.00 10.30 81 

2
Pχ  (countries) 0.12 0.09 0.77 0.01 0.28 17 

2
Pχ  (regions) 1.54 4.05 2.62 0.07 33.66 81 

2
WP

χ  (countries) 0.25 0.24 0.98 0.02 0.94 17 

2
WPχ  (regions) 2.74 3.53 1.29 0.08 19.56 81 

a) CV (coefficient of variation) defined as SD (std. dev) divided by the mean. 
 
Judging from coefficient of variation measures, Table 2 indicates that 
patenting specializing patterns are clearly more varied across regions than 
they are across countries. In other words, countries tend to embody a more 
diverse pattern of patenting than Swedish regions. With respect to absolute 
amounts of patenting (whether unweighed or weighed), regions also show a 
higher coefficient of variation than countries. In other words, certain regions 
are patenting hubs. This pattern is not as marked among countries. The 
differences are more pronounced for both countries and regions when we 
use weighed specialization rather than unweighed. 
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5. TECHNOLOGY SPECIALIZATION AND EXPORTS 
 
As stated in the introduction, the purpose of the paper is to analyze (i) the 
relationship between technology specialization and export specialization 
across regions and (ii) how the technology specialization of origin and 
destination affect the size and structure of link-specific export flows. This 
section presents empirical analyses of these two issues. 

5.1 Technology specialization and export specialization  
 
This section tests the first hypothesis of Section 2: in a given time period, the 
export specialization of a region is positively associated with the technology 
specialization of the region. The hypothesis is tested by relating export 
specialization (ESI) to technology specialization (TSI). Given that citation-
weighed patents are interpreted as ‘quality-adjusted’ patents, we should 
expect a stronger correlation between the export specialization and the 
technology specialization based on citation-weighed patents.  

The first question is if there is any difference in the technology 
specialization across regions whether we use Sweden or the group of 
European countries as point of reference. The correlation coefficient between 

II
rsTSI  and III

rsTSI  amounts to 0.98 and is significant at the 0.01 level. 

Similarly, the correlation between IIw
rsTSI  and IIIw

rsTSI  is 0.94 and is also 
significant at the 0.01 level. Thus, it matters little if we use Sweden or the 
European countries as point of reference. In what follows, we keep on using 
European countries as reference point. 

In order to test for a relationship between technological specialization 
and export specialization the export specialization variable, rsESI , and the 

technology specialization variables, II
rsTSI  and IIw

rsTSI , are categorized 
individually into three categories, according to equal percentiles. Category 1 
refers to low values (specialization) and category 3 refers to high values 
(specialization)23. Tables 3 and 4 present contingency matrices of categories 
based rsESI  and II

rsTSI   as well as rsESI  and IIw
rsTSI , respectively. There 

are 81 regions and 43 sectors leading to a total of 3 483 observations.  
 

                                                 
23 Mean, median and standard deviations of the categories are presented in Appendix 
C.  
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Table 3. Contingency matrix between categories based on ESI and TSIII. Categories 
constructed according to equal percentiles; 1=low 3=high).a,b  

  II
rsTSI   

 Category 1 2 3 No. obs 
1 O/E = 1.54 O/E = 0.86 O/E = 0.59 1 161 
2 O/E = 0.92 O/E = 1.15 O/E = 0.93 1 161 rsESI  

3 O/E = 0.53 O/E = 0.73 O/E = 1.48 1 161 
 No. obs 1 161 1 161 1 161 3 483 

a) O = actual observations in cell 
b) E = expected number of observations in cell based on a random distribution. 
 

The 2χ -values associated with Tables 3 and 4 are 371.61 and 300.51 
respectively and significant at the 0.01 level. Thus, the null hypothesis of no 
association between export specialization and the two measures of 
technology specialization can be rejected. From the ratios between the 
observed and expected number of observations, it is evident that the 
relationships are diagonal, i.e. high technology specialization in a given 
sector corresponds to a high value for export specialization in the same 
sector.  
 
Table 4. Contingency matrix between categories based on ESI and TSIIIw. Categories 

constructed according to equal percentiles; 1=low 3=high).a,b  

  IIw
rsTSI   

 Category 1 2 3 No. obs 
1 O/E = 1.34 O/E = 1.19 O/E = 0.47 1 161 
2 O/E = 0.89 O/E = 1.04 O/E = 1.07 1 161 rsESI  

3 O/E = 0.76 O/E = 0.77 O/E = 1.47 1 161 
 No. obs 1 161 1 161 1 161 3 483 

a) O = actual observations in cell 
b) E = expected number of observations in cell based on a random distribution. 

 
As a further test we regress rsESI  on II

rsTSI  and IIw
rsTSI , respectively, and 

include dummies for each sector to control for sectoral heterogeneity.  The 
results of this undertaking are presented in Table 5. 
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Table 5. Regression coefficients for technology specialization variables (ESI dependent 
variable, significance at the 0.05 level indicated by a star)a,b.  

 II
rsTSI  

IIw
rsTSI  

rsESI  
0.28* 
(5.60) 

0.30* 
(8.79) 

No. obs 3 483 3 483 

R2 0.03 0.04 

a) t-values within brackets.  
b) Sector dummies not reported                                 
                                
The coefficient estimate of each measure of technology specialization is 
statistically significant. Moreover, the R2 and the t-value of the estimated 
coefficients both increase when using citation-weighed specialization 
measures. This point towards that citation-weighed patents are more 
appropriate to use than raw patent counts, as confirmed in previous 
literature (both empirically and theoretically)24.  

The results in the tables clearly confirm a positive relationship between 
export and technology specialization. This is consistent with that technology 
and knowledge are drivers of comparative advantages. However, as 
discussed in Section 2.1, they do not exclude the reverse causation; i.e. 
export specializations affecting knowledge and technology accumulation via 
e.g. ‘learning-by-exporting’. Both phenomena are likely to co-exist but the 
correlations in Tables 3, 4 and 5 do not discriminate between them.  

5.2 Technology specialization in destination and origin and the magnitude 
and quality of export flows – an empirical assessment 

 
This section tests the second hypothesis in Section 2 by augmenting a gravity 
equation with the technology specialization variables. Gravity models are 
associated with empirical success in trade analyses and provide an intuitive 
general modeling structure for assessments of how attributes in origins and 
destinations and their links affect trade flows. Early motivation for gravity 
models were founded on an economic analog to Newton’s gravitational 
forces. The use of gravity models in trade analyses dates back to Tinbergen 

                                                 
24 In view of this we focus on citations-weighed specialization measures in the 
subsequent empirical analysis.  
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(1962), Pöyhönen (1963), Leontief & Strout (1963) and Linnemann (1966). 
Theoretical foundations for the gravity model came with Anderson (1979) 
and Bergstrand (1985) who derived gravity models by adhering to product 
differentiation. (15) provides a general formulation of the gravity model: 

 

(15) ),(,, srfDOAX
Nj jsMi irrs

ji ∏∏ ∈∈
= βα  

  
where rsX denotes export flows from region r to s and A is a constant. The 

set { }miM ...,,...1=  contains pertinent attributes of origin r and Or,i denotes 

r’s value (or size) as regards attribute Mi ∈ . { }njN ...,,...1=  and Ds,j are 
defined analogously. ),( srf is a function describing the attributes of the link 
between region r and s. The typical attribute in origin and destination is 
GDP, assumed to reflect the supply capacity and potential demand, 
respectively.   

The specification applied in the subsequent analysis builds on the 
general formulation in (15) and includes the technology specialization as an 
attribute of both origin and destination. Specifically, the size of the export 
flows from region r to country i, measured in export values, in sector s, 

sriX , ,  is specified as a function of:  
 
• The export capacity of origin r in sector s, proxied by the number of 

export firms in sector s in the region, srN ,
25  

 
• Origin r’s technology specialization in sector s,  TSr,s  

 
• The size of the potential demand (GDP) in destination country, Yi 26  

 
• Destination country i’s technology specialization in sector s TSi,s  

 
• The distance between origin and destination, dri , in kilometers27  

                                                 
25 It could be argued that number of exporting firms as an explanatory variable for 
exports is endogenous. However, the results presented in this section are not affected 
if we instead use regional production value. Results with regional production values 
are available from the authors upon request.  
26 GDP data was extracted from World Development Indicators (WDI) 2005. We do not 
use PPP-adjusted figures as international trade transactions are conducted according 
to nominal exchange rates.  
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The model described above is formulated according to: 
 
(16) { }rid

srsisrisri eTSTSNAYX λγϕβα −= ,,,,  

 
which assumes an exponential distance-decay function. Such a function is 
motivated by the unambiguous observation that transport costs per 
kilometer are more often than not lower for long-distance haulages 
compared to short-distance ones. 

Taking natural logs, denoted by small letters, the model to be estimated 
takes the following form: 
  

        , , , ,ri s i r s i s r s rix a y n ts ts dα β ϕ γ λ= + + + + − … 

(17)  

…
43 81

,1 1 ri sD Dσ σ δ δσ δ
θ ρ ε

= =
+ + +∑ ∑  

 
where σD  is a sector dummy to control for heterogeneity across sectors, 

with 1=σD  when s=σ  and 0=σD  otherwise. Moreover, δD  is a region 

dummy with δD = 1 if  r=δ  and δD = 0 otherwise. The region dummies 
are included to control for region-specific effects not captured by the 
continuous variables in the model.  The difference between the model in (17) 
and a standard one-sided28 gravity specification is the inclusion of the 
technology specialization of the origin (region) and destination (country). 
The model above allows for an estimation of the effect of the technology 
specialization in origin and destination on the size of the export flows.  

The model in (17) explains the size of export flows, but the same model 
is also used to analyze how the prices of export flows vary with the 
technology specialization in origin and destination. Thus, exactly the same 
model is used to test the second hypothesis in the paper, where the size of 
export flows is substituted for the average prices of the export flows on the 
left-hand-side. This way of altering the specification can be motivated by 
observing that srisrisri VPX ,,, lnlnln += , where sriP ,  is the average price 

                                                                                                                   
27 Appendix D shows the formula which was used for calculating the distance with 
latitudinal and longitudinal data. 
28 The model is one-sided since it only includes export from regions and not their 
respective imports.  
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(per volume unit) and sriV ,  the total volume of the export flows  from r to i 

in sector s. Thus, srisri Pp ,, ln≡  is regressed on the right-hand-side of (17).  

The model with sector and region dummies is estimated on cross-section 
data by means of Ordinary Least Squares with standard errors calculated 
according to White’s (1980) heteroscedasticity-consistent covariance matrix. 
Correlations between all variables in (17), excluding dummies, are presented 
in Appendix E.29 The results of the estimations are presented in Table 6. 
Models I and II use export values as the dependent variable and models III 
and IV use export prices. The table also reports the results when we use raw 
counts of citation-weighed patents instead of technology specialization 
measures. Results with raw counts are presented because high specialization 
can (potentially) be achieved with low absolute values of citation-weighed 
patents and is a form of robustness check of results with technology 
specialization indices.   

First, for export values the parameter estimates of the potential demand 
(GDP) in the destination country is highly significant and has the expected 
sign. The elasticity varies from 0.45 in model I to 0.91 in model II. Similarly, 
the parameter estimate of the supply capacity in the origin region (number 
of export firms) is positive and significant. Distance has as expected a 
negative parameter estimate. As can be seen (model I), the size of export 
flows (in terms of export value) from an origin region tend to be lower if the 
destination country has a high specialization in the same sector as the origin 
region. The same result emerges when using counts of citation-weighed 
patents. However, regions with a high specialization in a given sector tend 
to export more in that sector. The parameter estimates of both TSIIIw and 
citation-weighed patents in origin regions are significant and positive. This 
is consistent with technology and knowledge being important for export 
performance30. When we examine export prices, we notice that GDP has an 
irregular effect. It only enters significantly in model IV with a negative sign, 
which is partly counter-intuitive. However, the partial correlation between 
GDP and price is positive. Moreover, citation-weighed patent counts and 
GDP in destination countries are also positively correlated (correlation 
coefficient of 0.69 - see Appendix E). The negative sign of GDP is most likely 

                                                 
29 The Variance Inflation Factors (VIF) associated with the variables indicate that 
multicollinearity is not a problem for any of the variables in the model.  
30 Again, this does not preclude that knowledge and technology can be acquired from 
trading partners.  
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due to collinearity. Therefore, the results do not unambiguously support 
that export prices are lower to destination countries with large GDP. It is, 
however, the citation-weighed patent variable that comes out as significant 
and positive. The effect on prices is consistent with the expectations about 
the positive correlation between product quality and technology 
specialization. The parameter estimates of technology specialization and 
number of citation-weighed patents in the origin region are significant and 
positive in the estimations with price as the dependent variable. All else 
equal, regions with higher technology specialization tend to charge higher 
prices of their products in that technology. In addition, the parameter 
estimate for the technology specialization in the destination country is also 
positive and significant. Hence, export flows from an origin region to 
destination countries with high specialization in the same sector as the 
origin region is specialized in, are characterized by high-quality products, as 
indicated by the prices of the export flows. This consistent with regions with 
higher specialization in a technology being better equipped to produce high-
quality products associated with the technology and that higher technology 
specialization induces the demand for high-quality products in the same 
technology.  

Moreover, the parameter estimate of distance is significant and positive 
in the estimations with price as the dependent variable. This indicates that 
high-value products can be shipped over longer distances, as the share of 
transport costs in the delivered prices of such goods remain low even over 
long distances. This is a classic result in location-theoretic models (see e.g. 
Weber’s (1909) location model in McCann (2002)) and is also consistent with 
the Alchian-Allen (1964) conjecture31. It can also be observed that the 
parameter estimate of the number of firms is negative (-0.12) and statistically 
significant. Thus, all else equal, prices tend to be lower from regions with a 
large number of firms. This could potentially be explained by competition 
effect arising directly from the clustering of many firms in a similar industry 
and indirectly through the lowering of input costs which result from the 
local presence of many input suppliers in regions with many export firms.     

 

                                                 
31 The Alchian-Allen conjecture is that presence of a per unit transport cost lowers the 
relative price of high-quality products (see Hummels & Skiba 2004). 
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The parameter estimates reported in Table 6 is consistent with technology 
specialization affecting both the size and the quality of export flows. The 
parameter estimates of the technology specialization variables of both origin 
regions and destination countries are significant in all specifications. 
Although smaller in magnitude (export value), export flows to destination 
countries with similar technological specialization as the origin regions 
consist of products of higher quality, as indicated by the prices of the export 
flows. Moreover, all else equal, regions with higher specialization in a given 
technology export more (in terms of export value) and charge higher prices 
of products that correspond to the given technology. As with the results in 
the previous section a caveat here is that the results cannot unambiguously 
be interpreted in a causative manner and do not preclude either reverse or 
mutual causation between exports, technology and knowledge. 

6. SUMMARY AND CONCLUSIONS 
 
This paper has studied the relationship between technology and exports, by 
using export and citation-weighed patent data. Two distinct hypotheses 
regarding technology and exports were deduced and tested. The first 
hypothesis was that knowledge and technology is important to gain and 
retain comparative advantages and thus for export performance, such that 
the export specialization of a region should correspond to its technology 
specialization. The second hypothesis stated that technology specializations 
patterns have an impact on the magnitude and quality of export flows. 
Specifically, trade flows from regions to destinations with similar technology 
specialization as the origin regions were expected to consist of highly 
specialized high-quality products within the sector associated with the 
pertinent technology. This was motivated by that regions with higher 
technology specialization are expected to be better equipped to produce 
high-quality products, for instance through product innovations, combined 
with that demand for high-quality products is particularly pronounced from 
destinations with higher technology specialization.  

The results of the empirical analyses are consistent with the hypotheses. 
It was shown that the export specialization of regions corresponds to their 
technology specialization. By estimating a one-sided gravity model 
augmented with technology specialization indices – controlling for 
heterogeneity across regions and industries – the paper further shows that 
regions with higher technology specialization export more (in terms of 
export value) and exports products of higher quality, as indicated by higher 
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prices. These results are consistent with knowledge and technology being 
important for export performance and with regions with higher 
specialization in a technology being better equipped to produce high-quality 
products. Furthermore, the parameter estimates imply that, all else equal, 
export flows to destination countries with high technology specialization are 
characterized by products of higher quality, suggesting that a country’s 
demand for high-quality products in a sector is positively related to its 
technology specialization in the sector. Taken together, the results indicate 
that technology and knowledge influence both the supply and the demand 
structure across regions and countries.  

The empirical analyses in the paper rested on observations of exports 
and technology specializations in a given time period. This means that 
though the findings are consistent with technology and knowledge being 
important for export performance they do not discriminate between 
alternative directions of causality. For instance, that regions’ export 
specialization corresponds to their technology specialization is not only 
consistent with technology and knowledge driving comparative advantages, 
but also with strong export specializations inducing regions’ knowledge and 
technology accumulation via e.g. ‘learning-by-exporting’. These effects are, 
however, not mutually exclusive and plausible arguments can be made that 
there are mutual causality between knowledge, technology and exports. An 
avenue for future research is therefore to disentangle the directions of 
causality. Such an endeavor can for instance be undertaken by using 
(exogenous) instrumental variables for technology and knowledge, as done 
recently by Lachenmaier & Wössmann (2006). Another route could be to 
analyze dynamics of entry on export markets and test whether entry on 
export markets is more frequent in regions with high accessibility to 
technology and knowledge. This, however, requires more detailed data on 
knowledge production activities than applied in this paper. 
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APPENDIX A. The relationship between the intensity of consumers’ 
preference for quality and the share of income spent on 
high-quality goods. 

 
Assume the expenditure allocated to sector s is Es (in accordance with two-
stage budgeting). The consumer’s maximization problem is then:  
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The 1st-order condition of this maximization problem yields: 
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Substitution into the budget constraint,
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where 1 (1 )s sσ α= −  is the elasticity of substitution. Solving for the 
expenditure on product g in sector s yields: 
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(A4) expresses the expenditure on product g in sector s as a share, ( )s gβ , of 
total expenditure on products in sector s.  Evidently, this share depend on 
the intensity of preference for quality, sγ . The derivative ( )s sgβ γ∂ ∂  
reveals how this budget share changes as the intensity of preference for 
quality changes. By applying the quotient rule and observing that 

( ) ( ) ( ln )s s
g g s g g gp pγ γθ γ θ θ∂ ∂ = − , this derivative can be expressed as: 
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The term in brackets shows the difference between the quality of product g 
and a weighted average of the quality of the other products in sector s 
(Hallak 2006). If this difference is positive, the derivative is positive. Hence, 
if product g is of above-average quality, the share of the budget spent on g 
increases when the intensity of preference for quality increases. If it is below 
average-quality, on the other hand, then the budget share falls. In other 
words, if sγ  is high consumers spend a larger share of their income on high-
quality products.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Technology Specialization and the Magnitude and Quality of Exports 

 135

APPENDIX B. The NACE sectors. 

Table A1. The 43 NACE sectors in the study. 

No. Sector No. Sector 

01 Food 23 Agro mach. 
02 Tobacco  24 Machine-tools 
03 Textiles 25 Special mach. 
04 Wearing  26 Weapons 
05 Leather  27 Domestic appl. 
06 Wood products 28 Computers 
07 Paper 29 Electr. motors 
08 Publishing 30 Electr. distrib. 
09 Petroleum 31 Accumulators 
10 Basic chem. 32 Lightening 
11 Pesticides 33 Other electr. 
12 Paint 34 Electronic comp. 
13 Pharma 35 Telecom 
14 Soaps 36 Television 
15 Other chem 37 Medical equip. 
16 Man-m. fibres 38 Measuring instr. 
17 Plastic prod. 39 Optics 
18 Mineral prod. 40 Watches 
19 Basic metals 41 Mot. Vehicles 
20 Metal prod. 42 Other transp. 
21 Energy mach. 43 Consumer goods 
22 Non-sp. mach.   
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APPENDIX C. Mean, median and standard deviations of the categories in 
Tables 3 and 4.  

 

Table A1. Mean, median and standard deviations of the categories in Tables 3 and 4. 

 TSIII TSIIIw ESI 

Category Mean Median Std.dev Mean Median Std.dev Mean Median Std.dev 

1 1.6 0.9 4.3 1.6 0.9 4.3 3.0 1.0 8.8 

2 0.5 0.2 0.8 0.3 0.1 0.7 0.6 0.4 0.8 

3 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

 
 
APPENDIX D. Method for calculating distance using latitude and 

longitudinal data. 
 
Set A = latitude of the first point, e.g. a Swedish region r, B = longitude of 
first point, C = latitude of second point, e.g. the location of a capital in a 
European country i, D = longitude of second point, where the numbers are 
given in decimal terms (not in minutes). If the longitude is east of the 
Greenwich meridian (true for most cases) a negative sign is put in front of 
the number before insertion into the formula that yields the distance 
between the two points: 
 

6370 arccos(cos(rad(90-A)) cos(rad(90-C)) ...rid = ⋅ ⋅ +  
        
   … sin(rad(90-A)) sin(rad(90-C)) cos(rad(B-D)))⋅ ⋅  

 
where 6370 is the approximate radius of earth in kilometers. 
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