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Abstract 

Recommender systems have the potential of helping users in finding relevant items in 

the online environment, and in many ways, they impact which content we consume. 

Thus, how fair these systems are affects us. A common fairness issue in recommender 

systems is popularity bias. However, research on this issue has mostly been focusing 

on the algorithmic side, and the user perspective has been more or less neglected. 

In this study, the goal was to understand whether there is a correlation between 

algorithmic and perceived fairness in the context of popularity bias, and the study was 

conducted in a music recommender setting. Three different algorithms were used in the 

study, each generating recommended playlists with varying levels of fairness in terms 

of recommending both popular and less popular music items. By comparing how fair 

users perceived the different recommended playlists to be with the algorithmic fairness 

of the playlists, conclusions could be drawn on the relationship between perceived and 

algorithmic fairness. Moreover, it was examined whether two different factors, namely 

familiarity and satisfaction, have an impact on perceived fairness. 

An online survey was conducted, and it was concluded that there is no correlation 

between perceived and algorithmic fairness, as the participants could not notice any 

difference in fairness between the playlists. Familiarity was shown to only have an 

impact on perceived fairness in terms of one algorithm, while satisfaction was shown 

to have a significant impact on perceived fairness across all algorithms. The results 

indicate that fairness, in the context of popularity bias, may not be of high importance 

to users. As opposed to concentrating on how users perceive this type of fairness in 

recommender systems, it might be more important to focus on other stakeholders, such 

as the providers. 

 

 

 

Keywords: Recommender Systems, Perceived Fairness, Algorithmic Fairness, 

Popularity Bias, Satisfaction, Familiarity 

 



 

ii 

Table of Content 

Certificate of Completion ................................................................ i 

Attestation of Authorship ............................................................... ii 

Acknowledgements......................................................................... ii 

Abstract ............................................................................................. i 

Table of Content .............................................................................. ii 

1 Introduction ............................................................................... 5 

1.1 PROBLEM STATEMENT .................................................................................... 7 

1.2 PURPOSE AND RESEARCH QUESTIONS ............................................................. 8 

1.3 SCOPE AND DELIMITATIONS ............................................................................ 9 

1.4 OUTLINE ......................................................................................................... 9 

2 Theoretical Framework ......................................................... 11 

2.1 FAIRNESS IN RECOMMENDER SYSTEMS......................................................... 11 

2.2 POPULARITY BIAS ......................................................................................... 12 

2.2.1 The Impact of Popularity Bias ............................................................. 12 

2.3 OPINIONS AND PERSPECTIVES ON FAIRNESS ................................................. 14 

2.3.1 The Impact of Satisfaction ................................................................... 14 

3 Method and Implementation ................................................. 16 

3.1 METHOD CHOICE: SURVEY ........................................................................... 16 

3.1.1 Online Survey Platform ....................................................................... 16 

3.2 DATA COLLECTION ....................................................................................... 18 

3.2.1 The Structure of the Survey ................................................................. 18 

3.2.2 The Design of the Questions ................................................................ 20 

3.2.3 The Algorithms .................................................................................... 21 

3.2.4 Recruitment .......................................................................................... 24 

3.3 METHODS FOR DATA ANALYSIS ................................................................... 24 



 

iii 

3.4 VALIDITY AND RELIABILITY ......................................................................... 26 

3.5 CONSIDERATIONS .......................................................................................... 27 

4 Results ....................................................................................... 28 

4.1 COLLECTED DATA ........................................................................................ 28 

4.1.1 Demographics ...................................................................................... 28 

4.1.2 Perceived Fairness, Satisfaction, and Familiarity ................................ 29 

4.2 DATA ANALYSIS ........................................................................................... 30 

4.2.1 The Correlation between Algorithmic and Perceived Fairness ........... 30 

4.2.2 The Effect of Familiarity on Perceived Fairness ................................. 31 

4.2.3 The Effect of Satisfaction on Perceived Fairness ................................ 32 

5 Discussion ................................................................................. 34 

5.1 RESULTS DISCUSSION ................................................................................... 34 

5.1.1 Algorithmic vs. Perceived Fairness ..................................................... 34 

5.1.2 Familiarity and Perceived Fairness ...................................................... 35 

5.1.3 Satisfaction and Perceived Fairness ..................................................... 36 

5.2 METHOD DISCUSSION ................................................................................... 36 

6 Conclusions and Further Research ....................................... 38 

6.1 CONCLUSIONS ............................................................................................... 38 

6.1.1 Practical implications ........................................................................... 39 

6.1.2 Scientific implications.......................................................................... 39 

6.2 FURTHER RESEARCH ..................................................................................... 40 

7 References ................................................................................ 41 

8 Appendices ............................................................................... 46 

8.1 APPENDIX A: SURVEY PLATFORM................................................................. 47 

8.2 APPENDIX B: QUESTIONNAIRE ...................................................................... 52 

8.3 APPENDIX C: QUESTIONNAIRE RESPONSES ................................................... 53 



 

iv 

8.4 APPENDIX D: FAMILIARITY RESPONSES ........................................................ 56 



 

5 

1 Introduction 

Recommender systems are used to assist users in finding relevant items that could be 

of interest to them (Abdollahpouri et al., 2019). They are algorithmic tools, and they 

are deployed across many different types of online platforms. The development of 

recommender systems began in the 1980s (Kunaver & Požrl, 2017), and today, many 

of us interact with them on a daily basis. We encounter them, for example, when 

receiving suggestions on products that we might like on e-commerce websites, and 

when being recommended new connections on social media platforms. 

Music recommender systems are a type of recommender systems that we come across 

on music streaming platforms. These systems aim to provide listeners with 

recommendations that cater to their preferences and needs (Bauer et al., 2017). In other 

words, the goal of music recommender systems is to recommend music items that are 

satisfactory to users (Melchiorre et al., 2021). Music recommender systems provide us 

with suggestions on, for example, artists, tracks, and albums that we might be interested 

in. 

The performance of a recommender system is typically measured in terms of accuracy 

(Deldjoo et al., 2019), which is defined by how well the users’ predicted preference 

match their actual preference (Kim et al., 2021). In more technical terms, Koutsopoulos 

and Halkidi (2018) describe accuracy as “the mean squared error between predicted and 

true ratings in the training dataset”. However, according to McNee et al. (2006), a high 

level of accuracy does not mean that the recommendations are useful and satisfactory 

to users. In their paper, they suggest other evaluation criteria for recommender systems 

that are more centered around the users – similarity, serendipity, and user experiences 

and expectations. In a different paper by Steck (2011), serendipity is also mentioned as 

an evaluation criterion, as well as diversity. 

Further on, McNee et al. (2006) state that we need to take a more user-centric approach 

when it comes to evaluating recommender systems. According to the authors, users are 

not interested in which algorithm has better scores when it comes to different criteria. 

Instead, what the users want are good recommendations. Thus, as the goal of 

recommender systems is to help users, it is important to understand their needs as well 

as their perspective. 

Some criteria can be evaluated algorithmically as well as from a user perspective. One 

of these criteria is fairness, a concept within recommender systems that has been 

gaining more and more attention recently (Shrestha & Yang, 2019). The consequences 

of unfair recommender systems are many. For example, unfair recommenders prevent 

users from finding the items that they want and need, they affect the livelihood of those 

providing the items, and they can result in disadvantages for minority groups (Deldjoo 

et al., 2021). Thus, unfair recommenders can have a negative impact on people’s lives, 
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and this might be the reason behind the topic becoming increasingly prevalent in 

research.  

As recommender systems are part of our everyday lives, it is important to make sure 

that users, as well other stakeholders, are treated equally fair by the systems. This can 

be done by improving the algorithmic fairness. How users perceive fairness in 

recommender systems also needs to be considered. If we can understand how users 

perceive fairness, we can develop better recommender systems that cater to the wants 

and needs of the users. After all, the goal of using recommender systems is to assist 

users and improve their experiences of a system or platform. 

One aspect that leads to unfairness in recommender systems is popularity bias – a 

phenomenon where the most popular items receive more and more exposure, while less 

popular items receive less and less exposure (Bauer et al., 2017). The reason why 

popularity bias exists is that popular items generally have much more rating data than 

less popular ones. The reason behind this is that recommender systems are trained on 

user preferences, and typically, many users rate the popular items, while the less popular 

items receive only a few ratings. This means that the unpopular items, which constitute 

the so-called long tail of recommendations, do not get exposure, especially when they 

are new to the system (Yalcin & Bilge, 2021). 

This imbalance in rating data affects the algorithms, which in turn recommend the 

popular items more frequently than the less popular ones. The more rating data the items 

have, the more they get recommended – and the more the items get recommended, the 

more ratings they get from users. This turns into a loop that goes on and on, and the 

imbalance in recommendations continually grows larger. The rich get richer, and the 

poor get poorer (Abdollahpouri et al., 2019). 

According to Elahi, Abdollahpouri, et al. (2021), most research related to fairness in 

recommender systems has focused on fairness from an algorithmic viewpoint, and there 

is a plethora of studies which have introduced methods for improving the algorithmic 

fairness in recommender systems. This objective approach, however, does not consider 

the user experience, and how users perceive fairness. Even though recommendations 

might be fair from an algorithmic standpoint, it does not mean that the recommender 

system is perceived as being fair by its users (Elahi, Abdollahpouri, et al., 2021). To 

the best of my knowledge, there is a research gap regarding users’ perceptions of 

fairness, or the lack of fairness, in recommender systems, and it is an area that needs to 

be explored. This is recognized by Shin and Park (2019), who state that individuals’ 

perceptions of fairness is an important topic for future research. 

The purpose of this thesis was to investigate popularity bias from a user perspective, 

and to try to understand how users perceive popularity bias in the context of music 

recommender systems. It made use of different algorithms to test whether algorithmic 
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and perceived fairness correlate, that is, whether recommendations that are objectively 

fairer are actually experienced as being fairer, and whether recommendations that are 

less fair are perceived as being less fair. Moreover, this thesis looked into whether 

different factors affect how users perceive how fair a recommender system is in terms 

of recommending music items of varying popularity. The investigated factors were 

familiarity and satisfaction. 

1.1 Problem Statement 

During the last decade, there has been a significant increase in implementing and using 

recommender systems (Deldjoo et al., 2021), with the goal of assisting users in finding 

relevant information. The information that we find impact what content we are exposed 

to, the decisions that we make, and this shapes us as individuals. In the context of music, 

recommender systems have a great impact on what content users consume, as streaming 

platforms are one of the primary sources of music consumption as of today (Ferraro et 

al., 2021b). 

Popularity bias is one aspect of unfairness that has become a widely recognized issue 

in recommender systems. As it prevents various entities from having a fair chance of 

exposure and representation, it is an issue of social justice (Abdollahpouri, 2019). 

Moreover, popularity bias hinders the opportunity for users to discover a greater variety 

of items. Specifically, it hinders users from discovering items that are not very popular, 

even though they are good matches for them. The result of popularity bias is that less 

popular items, which may be of higher quality than the recommended popular ones, 

never reach the users.  

According to Abdollahpouri et al. (2019), popularity bias makes the market more 

homogeneous, as it becomes dominated by only a few item providers, which in turn 

leads to “fewer opportunities for innovation and creativity”. Thus, it is important to 

study this phenomenon, not only from a technical viewpoint, but from different angles 

and perspectives – such as the perspectives of users’ and other stakeholders. 

Additionally, popularity bias does not only have a negative impact on the users of a 

recommender system, but also on the providers of the recommended items as well as 

the system itself. When the providers’ items do not get recommended, their livelihood 

is jeopardized. This means that the system fails to keep the providers satisfied, and if 

the providers are unsatisfied, they may stop using the system. It is due to its detrimental 

effects on all of the different stakeholders of recommender systems that popularity bias 

is the fairness aspect that was chosen for this thesis. 

As users are important stakeholders when it comes to recommender systems, it is crucial 

that we understand their perceptions and take their experiences into account when 

developing recommender systems. Even if we create objectively fair recommender 

systems that mitigate popularity bias, the users’ perception of how fair they are may or 
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may not be affected. If we fail to understand the relationship between algorithmic and 

perceived fairness, and the factors that contribute to a specific perception, we remain 

limited in creating enhanced user experiences. If we, on the other hand, understand this 

relationship, we can create recommender systems that cater to the needs of different 

types of users and meet their expectations. Ultimately, this means that we can develop 

better applications and platforms. 

As previously described, this thesis aimed to understand how users perceive unfairness 

in terms of popularity bias, and it investigated whether different variables, namely 

familiarity and satisfaction, affect this perception. There is a research gap when it comes 

to understanding how users perceive fairness and whether this perception correlates 

with algorithmic fairness, as most research related to fairness in recommender systems 

has focused on the algorithmic perspective (Elahi, Abdollahpouri, et al., 2021). In other 

words, the main focus has, so far, been on algorithmic fairness. This thesis went beyond 

the objective, algorithmic fairness and took on the user perspective instead. 

This study can be one of the starting points in the area of perceived fairness, which 

future research can build upon. Popularity bias is, in general, a common issue in 

recommender systems (Kowald et al., 2020). It is a topic that is not only relevant to the 

research community, but it can also be of interest to various companies and 

organizations in the industry who wish to improve the experience of their users. Despite 

the fact that this work was conducted in the context of music, it might also be of 

relevance to other recommender domains. 

1.2 Purpose and Research Questions 

Following from the problem statement, we can draw the conclusion that there is a need 

for research on the topic of perceived fairness. A recommender system may be 

algorithmically fair, but this does not mean that users perceive it as being fair. Thus, 

the purpose of this thesis was to understand the relationship between algorithmic and 

perceived fairness, and it did this by comparing users’ perceptions of how fair different 

recommended music playlists were to the algorithmic fairness of the playlists. 

Secondly, it investigated whether familiarity and satisfaction have an impact on this 

perception. 

The first research question aimed to answer whether there is a correlation between 

algorithmic and perceived fairness in terms of popularity bias. Hence, the study’s first 

research question was: 

RQ 1: Does perceived fairness correlate with algorithmic fairness in recommended 

playlists? 

The second research question focused on familiarity and its possible implications on 

perceived fairness. Thus, the study’s second research question was:  



 

9 

RQ 2: Does familiarity with the recommended music items in a playlist affect how 

users perceive fairness? 

The third and final research question aimed to answer whether satisfaction affects 

perceived fairness. Consequently, the study’s third research question was: 

 RQ 3: Does satisfaction with a recommended playlist affect how users perceive 

fairness? 

1.3 Scope and Delimitations 

This study was an investigation of popularity bias from a user perspective, with the goal 

of understanding the relationship between algorithmic and perceived fairness. It 

explored whether there is a correlation between algorithmic fairness and perceived 

fairness, that is, whether recommended lists that are fairer in terms of including both 

popular and unpopular music items are perceived as being fairer and vice versa. This 

work was also concerned with understanding whether satisfaction and familiarity have 

an impact on perceived fairness. 

This thesis does not provide any in-depth analysis of the algorithms deployed in the 

study. The focus of this work lies merely on the users’ perceptions – not on the 

algorithms used for data collection. Moreover, this study only examined two different 

factors – familiarity and satisfaction – and whether they affect perceived fairness. There 

are numerous factors and variables that could be considered, such as personality traits, 

musical expertise, music preferences, and demographics. Nevertheless, any evaluation 

and analysis of additional factors were outside the scope of this research. 

Fairness is an extensive area, and there are multiple perspectives that are highly relevant 

to research. This thesis, however, was limited to looking at popularity bias, which is 

only one aspect of fairness. Other types of fairness perspectives were not examined. 

Further on, this research was conducted in the context of music, using music 

recommender systems. Although the study may be of interest to other types of 

recommender systems, it cannot be concluded that this work is applicable to them. 

In this study, focus lies on perceived fairness from a user perspective. There are other 

stakeholders whose perceptions could be examined, such as the providers of the 

recommended items. However, in this thesis, the users of recommender systems were 

the only stakeholders that were considered. 

1.4 Outline 

The following chapter presents existing research related to this study. It starts with an 

overview of fairness in recommender systems and a discussion on popularity bias. 

Subsequently, research related to the user perspective on fairness is presented. 
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Chapter 3 describes the methods used in the study, the platform used to collect data, as 

well as the actual data collection. The chapter ends with a discussion on the methods 

used for data analysis, the validity and reliability of the thesis, and considerations made 

when designing the study. 

The subsequent part of the thesis, Chapter 4, presents the collected data along with the 

outcome of the analysis. Chapter 5 starts with a discussion of the results in terms of 

each of the research questions. In the second section of the chapter, the strengths and 

weaknesses of the methods used in the study are discussed. Lastly, in Chapter 6, 

conclusions are presented and suggestions for further research are presented. The report 

ends with a list of references and appendices. 
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2 Theoretical Framework 

This chapter discusses fairness in recommender systems, popularity bias, the user 

perspective on fairness, as well as factors influencing opinions on fairness. It does not 

only put forward studies that are related to the topic explored in this thesis, but it also 

explains concepts that are of importance to this work. 

2.1 Fairness in Recommender Systems 

Recommender systems are artificial intelligence (AI) systems which, based on different 

factors, present users with recommended items. These factors include, for example, past 

user behavior, as well as user and item attributes (Stray et al., 2021). According to 

Abdollahpouri and Burke (2019), most research on recommender systems has focused 

on personalization. In other words, it has focused on how to provide users with 

recommendations that best match their wants and needs. However, the performance of 

a recommender system can be measured and evaluated based on numerous attributes. 

One attribute, which has been gaining an increasing amount of attention of recent, is 

fairness (Abdollahpouri, Mansoury, et al., 2020). According to Milano et al. (2020), 

research on ethical issues in recommender systems, such as fairness, is needed, as it is 

a topic that is relatively new. 

There are many definitions of fairness in recommender systems, as well as multiple 

perspectives that can be considered. Schelenz (2021) provides a broad definition of 

fairness, stating that “fairness refers to the equal treatment of human beings”. However, 

the concept of fairness is complex to define (Ekstrand et al., 2018; Farnadi et al., 2018), 

and no universal definition exists within the relevant literature (Elahi, Jannach, et al., 

2021). According to Abdollahpouri, Mansoury, et al. (2020), it is not likely that we will 

come up with a definition of fairness that fits all kinds of applications, as the definition 

of fairness in recommendations can differ depending on the domain, the characteristics 

of the users, as well as the system’s fairness goals. As recommender systems consist of 

multiple stakeholders, there are many aspects of fairness that can be considered, 

depending on the perspective one takes. 

The majority of the research on algorithmic fairness in recommender systems has been 

focusing on users (Mehrotra et al., 2018). This is confirmed by Abdollahpouri et al. 

(2017), who state that the end user of a recommender system is usually the only 

stakeholder that is considered when evaluating the success of an algorithm. However, 

users are not the only stakeholders that are affected by fairness issues. Burke (2017) 

discusses three different categories of stakeholders in the context of recommender 

systems: consumers, providers, and the system itself. 

The consumers are the stakeholders who receive the recommendations, the providers 

are the ones who supply the recommended items, and the system is the platform itself, 

which matches consumers with providers (Burke, 2017). Fairness for consumers (C-
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fairness), providers (P-fairness), and the system (S-fairness) are perspectives that are 

all of importance and need to be considered when discussing fairness in recommender 

systems. However, all different notions of fairness cannot be satisfied at the same time  

(Pierson, 2017). In a multistakeholder environment, such as a music recommender, 

there will be a trade-off in fairness between the different stakeholders (Smith et al., 

2020). The aspect of fairness that is explored in this thesis is popularity bias, a fairness 

issue that affects all of the above-mentioned stakeholders. 

2.2 Popularity Bias 

Recommender systems depend on decisions made by algorithms. It has been 

demonstrated that this algorithmic decision-making can lead to poor results in 

numerous ways, either because of problems in the algorithm, manipulation of the 

system, or data sparsity (Bauer, 2019). Algorithms which are deployed in music 

recommender systems are susceptible to popularity bias, an issue where popular items 

are prioritized, while less popular items are more or less neglected. 

Abdollahpouri and Mansoury (2020) states that popularity bias is a phenomenon where 

“popular items are recommended even more frequently than their popularity would 

warrant”. What causes popularity bias is the fact that popular items have a higher 

amount of rating data than less popular items, as they are rated more frequently by users.  

This lack of balance affects the algorithms, which in turn recommend the popular items 

more often than the less popular ones. This increases the chance that the popular items 

will be rated – and as the rating data increases, the popular items get recommended even 

more frequently (Abdollahpouri et al., 2019). The result is a continuous loop that favors 

the popular items and makes it harder for less popular items to get exposure. This is 

commonly referred to as the feedback loop (Mansoury et al., 2020). As all users do not 

want to be recommended popular items (Abdollahpouri et al., 2019), and as popularity 

does not guarantee high quality (Ciampaglia et al., 2018), popularity bias is typically 

viewed as an issue. 

Popularity bias results in a limited set of recommendations, which mainly consists of 

popular items (Bauer, 2019). According to Abdollahpouri et al. (2019), most 

recommendation algorithms produce recommendation lists that often have close to 

100% popular items. As popular items are not necessarily of high quality, over-

recommending them is unfair. Ultimately, popularity bias leads to a decreased exposure 

of other items, even if they are good matches for the users (Chen et al., 2020). 

2.2.1 The Impact of Popularity Bias 

Research has confirmed that the consequence of popularity bias is an unfair system, in 

terms of the amount of exposure that is given to items and providers with different 

levels of popularity. Popularity bias is unfair to, and have negative consequences for, 
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most stakeholders of a recommender system, with the exception of popular providers 

who benefit from the gained exposure. 

Firstly, popularity bias is unfair to the users, since not all users want to be recommended 

popular items – many users are interested in long-tail and non-popular items rather than 

popular ones (Abdollahpouri et al., 2019). According to Celma and Cano (2008), it has 

been shown that popularity bias decreases user satisfaction and impacts the users’ 

ability to find new, non-obvious recommendations. In line with this, Abdollahpouri et 

al. (2019) established that many recommendation algorithms give users who are 

interested in non-popular items almost no such recommendations. In their study, the 

authors analyzed how popularity bias influences the recommended items, making them 

deviate from the types of recommendations that the user expects to receive from the 

system. The MovieLens 1M dataset was used, thus, the study was conducted in the 

context of movie recommendations. According to the results of the study, many 

algorithms provide users with recommendations that are heavily focused on popular 

items, despite the user being interested in non-popular items. In general, popularity bias 

can have a negative effect on all types of users, as popularity and quality do not 

necessarily correlate (Ciampaglia et al., 2018). 

The above-mentioned research by Abdollahpouri et al. (2019) was later replicated in a 

study by Kowald et al. (2020). In their reproducibility study, the authors conducted 

research in the context of music instead of movie recommendation, using the LFM-1b 

dataset. Some of the main findings were that recommendation algorithms are in favor 

of popular items in the music domain as well, and that users who are interested in 

unpopular items receive inferior recommendations compared to users who are 

interested in popular items. 

Popularity bias causes unfairness among the providers as well. The result of popularity 

bias is that providers of varying levels of popularity get treated differently – the popular 

ones get a lot of exposure while unpopular get less (Abdollahpouri, Burke, et al., 2020). 

This leads to an imbalance which has negative effects for the less popular providers, as 

their revenue, and therefore livelihood, is dependent on being recommended to users 

(Patro et al., 2020). 

Further, popularity bias also affects the system, that is, the platform where the 

recommender system operates, as it is reliant on both its users and providers in order to 

function. Keeping both parties satisfied is crucial to the system. Unfairness resulting in 

dissatisfaction from any of the parties can jeopardize the profit, and ultimately the 

survival of the platform. Hence, mitigating popularity bias is of interest to everyone that 

is involved in and affected by the recommendation algorithms. 
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2.3 Opinions and Perspectives on Fairness 

The correlation between perceived and algorithmic fairness, as well as factors 

influencing perceived fairness in terms of popularity bias, have not yet been researched. 

However, some studies have investigated users’ opinions on fairness. Although 

opinions on fairness and perceived fairness are two separate matters, it is still of interest 

to shed light on what users, as well as providers, think about the topic. 

In an attempt to understand users’ opinions on fairness in recommender systems, Smith 

et al. (2020) interviewed users about their ideas of fairness in recommendation. In their 

qualitative study, they showed that the participants prioritized provider fairness over 

accuracy when realizing how a recommender system could negatively impact the 

providers. However, participants considered fairness to be more important in specific 

contexts, such as housing, employment, and finances. It was also noted in the study that 

the willingness to trade personalization for fairness was influenced by the participants’ 

personal biases. 

Sonboli et al. (2021) conducted another interview study where user opinions on fairness 

were investigated. One of their findings was that the concept of provider fairness was 

something that very few participants had ever thought about. However, when thinking 

about the impact of provider fairness, several participants considered it to be of 

importance. Moreover, a need for transparency in recommendations was expressed by 

the participants, as they wanted to know the reason why they were recommended certain 

items. 

Not all studies have focused on users’ opinions on fairness, but the opinions of 

providers have also been examined. Ferraro et al. (2021a) conducted interviews with 

artists to understand their view on fairness in recommendations. What they found was 

that gender fairness was a big concern among the artists, and the participants expressed 

that they wanted to see female artists getting more exposure in recommendations, in 

order to achieve gender balance. In a similar study, Ferraro et al. (2021b) explored 

which fairness aspects artists consider as being relevant in recommender systems. 

Through semi-structured interviews, they found that gender balance was important to 

the artists, which is in line with the previously-mentioned study by Ferraro et al. 

(2021a). Moreover, they found that the artists considered popularity bias to be an issue. 

According to the authors, all of the participants agreed that less popular music should 

be recommended by music platforms – not only the most popular music. 

2.3.1 The Impact of Satisfaction 

This thesis looks into how two different factors – familiarity and satisfaction – affect 

how users perceive how fair a recommender system is in the context of popularity bias. 

To the best of my knowledge, this has not yet been studied. However, there is prior 

research on how satisfaction affect peoples’ opinions on fairness in recommender 
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systems and algorithmic decision-making, and it has been shown that it is a factor that 

does affect how fair we consider different algorithms to be. 

Through conducting workshops and interviews with people from marginalized 

populations in the United States, Woodruff et al. (2018) investigated how groups of 

people who might be negatively affected by algorithmic systems feel about algorithmic 

unfairness. The study showed that algorithmic unfairness elicited concerns and negative 

feelings among the participants, which could be interpreted as unfairness resulting in 

decreased satisfaction. Thus, the way that people are affected by an algorithmic system 

may have an impact on their perspective on fairness and how satisfied they are with the 

outcome. 

This claim is supported by Wang et al. (2020), who conducted an online experiment to 

gain insights on how different factors influence opinions on fairness in algorithmic 

decision-making. The study showed that people consider algorithms to be fairer when 

the algorithmic outcome is in their favor, thus, when they are satisfied with the 

recommendations, despite the algorithm being very biased against specific 

demographic groups. 

Based on these results, together with the findings from the study by Woodruff et al. 

(2018), it could be suggested that satisfaction with an algorithmic outcome can have an 

effect on how we think about fairness. The more satisfied a person is with an 

algorithmic outcome, the fairer it is considered to be, and vice versa. Wang et al. (2020) 

suggests that there is a need to consider this bias, which the authors refer to as an 

“outcome favorability bias”, when algorithmic fairness is evaluated through feedback 

from users.  
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3 Method and Implementation 

This chapter outlines and describes the research methodology used in the study, a 

survey, and discusses why this method was used. It also provides an explanation of the 

artifact, a survey platform, created to conduct the study. Further, the data collection is 

discussed, as well as data analysis and the validity and reliability of the study. Lastly, 

the considerations made when designing the study are presented. 

3.1 Method Choice: Survey 

The chosen research method for this study was a survey. As defined by Tanner (2002), 

a survey is “the collection of primary data from all or part of a population, in order to 

determine the incidence, distribution, and interrelationships of certain variables within 

the population”. The author states that a survey can involve a variety of techniques for 

collecting data, such as interviews and observations. For the purpose of this study, 

however, a questionnaire was used. 

The survey was conducted online, using an online survey platform. The choice of 

conducting the survey online was based on the need for a large number of participants, 

thus, carrying out the survey in this way saved time as opposed to conducting it in 

person. Moreover, it facilitated recruitment as it was easier to reach a sufficient number 

of participants and thereby get higher response rates. 

Another research method that could have been used for this study is interviews, as this 

research aimed to understand opinions and perceptions. However, the research 

questions in this study were not designed to provide in-depth answers of why the 

participants have certain perceptions, but they aimed to understand whether algorithmic 

and perceived fairness correlate, and if a relationship between certain factors exists. 

Hence, for this study, a qualitative method such as interviews was not appropriate. 

Instead, a descriptive survey was used, a type of survey that has the purpose of 

describing a certain phenomenon, as opposed to answering ‘how’ or ‘why’ questions 

about it (Tanner, 2002). 

3.1.1 Online Survey Platform 

In order to conduct the survey, an online survey platform needed to be developed. When 

taking the survey, the participants were presented with song recommendations, based 

on which they answered various questions. In order to generate these recommendations, 

data on the participants’ listening history was needed, and this data needed to be fetched 

from an external source through the platform. Moreover, three different recommender 

systems that generated the recommendations needed to be integrated with the platform. 

Due to these requirements, an already existing online survey service could not be used, 

but a new platform needed to be created. In order to develop this platform, the 

programming languages HTML, CSS, and PHP were used, and the integrated 
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recommender systems were programmed using Python. For managing the database and 

storing the answers from the participants, SQLite3 was used. 

In order to generate song recommendations for the participants, based on which they 

answered the survey questions, data about their music preferences was needed. The 

solution to this was to fetch the participants’ listening history from Last.fm, via the 

Last.fm API. Last.fm is an online music service which tracks the songs that their users 

listen to on various music services, such as Spotify, Tidal, Deezer, and iTunes. Thus, 

through the Last.fm API, the participants’ listening history could indirectly be fetched 

from the music services that they use and have connected to their Last.fm account. 

Hence, participants were required to have a Last.fm account in order to take part in the 

survey. 

Through the Last.fm API, information about the last 2 000 songs that the participant 

had listened to was retrieved. Once this data had been fetched, it was processed by the 

three different algorithms that were used for the study, and recommendations were 

generated in real time. The recommendations were presented in the form of different 

playlists – each one generated by a different recommender system – and the participants 

were asked to answer questions about them. More details on how the survey was 

structured is explained in section 3.2.1. 

A requirement for the participants to take part in the survey was that they needed to 

have a sufficient listening history on Last.fm – out of the 2 000 fetched songs, at least 

50 unique songs needed to exist in the dataset used for training the algorithms. This 

means that the songs were only counted once, even if they had been played by the 

participants multiple times. This requirement was essential, as the participants needed 

to have a sufficient listening history for the algorithms to be able to generate somewhat 

accurate recommendations. This requirement was checked at the beginning of the 

survey, and if it was not met, the participants were not able to continue with the survey. 

Moreover, the participants had to be at least 18 years of age. If they were not, they were 

prevented from taking part in the survey. Moreover, the platform incorporated 

functionality which prevented the participants from conducting the survey more than 

once. 

To enhance the user experience during the survey, a progress bar was shown at the top 

of each page. This let the participants know how far they had progressed in the survey, 

and how much of the survey that was left. Moreover, the goal was to design an 

aesthetically pleasing interface that was easy to use, and which looked reliable and 

trustworthy. The idea was that this would minimize the dropout rate and that it would 

encourage more people to participate in the survey. Additionally, if the participants 

happened to close the browser during the survey, they were redirected to the last page 

they were on once they re-entered the website. This functionality was also implemented 

in order to prevent a high dropout rate. The platform was also responsive, meaning that 
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participants could complete the survey on different devices, such as a computer, tablet, 

or a mobile phone. 

Prior to collecting the actual data, a series of test runs were performed, both with 

researchers within the field of recommender systems and people with no prior 

knowledge of the study. This was to ensure that everything worked as intended, and 

that the platform had no bugs or other potential issues. Screenshots of the different parts 

of the survey platform can be found in Appendix A. 

3.2 Data Collection 

As described in the previous section, the data from the survey was collected through 

the use of an online survey platform, developed specifically for this study. This study 

aimed to answer three different research questions, and the results from the survey were 

used to answer all of them. Thus, no other type of methodology was needed in order to 

conduct the research. 

In order to answer RQ 1, whether algorithmic fairness correlates with perceived fairness 

with regards to popularity bias, the participants were shown three different playlists 

with song recommendations, generated by three different algorithms. Based on these 

song recommendations, they answered questions on how fair they perceived the 

playlists to be. The participants received personalized recommendations, which means 

that the fairness of the lists varied between participants. The algorithmic fairness of 

each playlist could be compared to the perceived fairness, and based on this, 

conclusions could be drawn on the relationship between algorithmic and perceived 

fairness. Moreover, as the different algorithms were already ranked in their level of 

algorithmic fairness, the perceived fairness could be compared to how mathematically 

fair the algorithms were. 

When it came to answering RQ 2, whether familiarity affects how users perceive 

fairness in the context of popularity bias, the participants were asked to answer which 

songs in the playlists that they were familiar with. This information was used to 

understand if there is a relationship between the level of familiarity and perceived 

fairness. 

RQ 3 aimed to answer whether satisfaction affects how users perceive fairness in the 

context of popularity bias. By asking the users questions on how satisfied they were 

with the playlists, conclusions could be drawn on whether there is a relationship 

between satisfaction and perceived fairness. 

3.2.1 The Structure of the Survey 

This section details the different parts of the survey and presents motivations behind 

the design choices. Screenshots showcasing the different parts of the online survey can 

be found in Appendix A. 
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Before the participants took part in the survey, they were presented with information 

on what the study entailed. However, they were not informed that the study was about 

understanding perceived fairness, as their answers might have become biased if they 

knew too much about the purpose of the study. The information given to the participants 

was that the study was used to understand people’s opinions on different playlists with 

personalized song recommendations. A short introduction to the different parts of the 

study was also provided, along with information on how long it would take them to 

complete the survey. 

Subsequently, information about the need of a Last.fm account was given. The 

participants were informed that no data other than the listening history would be 

accessed and used, and that their data would not be used for any purposes that were not 

related to the study. They were also informed that they could exit or withdraw from the 

survey at any time. If the participants agreed to the conditions, they needed to provide 

their username on Last.fm, which was used to fetch their listening history from the 

Last.fm API. When this was done, they could proceed with the survey. 

If the participants’ listening history on Last.fm was sufficient, meaning that they had 

listened to at least 50 unique songs which existed in the dataset used for training the 

algorithms, they were able to participate in the study. This requirement ensured that the 

generated recommendations were personalized. Throughout the survey, there were two 

control questions, located on different pages, where the participants were asked to select 

a specific answer. These control questions made it possible to detect fake and careless 

responses, which could then be removed during data analysis. 

In the first part of the survey, the participants were asked to provide general information 

about themselves, namely their age, gender, country of origin, and country of residence. 

On the following page, they took a personality test, namely the Ten-Item Personality 

Inventory (Gosling et al., 2003). After completing this test, they moved on to a page 

where they answered six questions related to their musical expertise. The questions used 

to assess this type of expertise were adopted from Goldsmiths Musical Sophistication 

Index (Gold-MSI) developed by Müllensiefen et al. (2014). However, the data collected 

from these two tests was not analyzed in this study but was collected for any potential 

future research on whether personality and musical expertise can affect perceived 

fairness. 

After these steps, a page with information about how the following part of the survey 

would work was displayed to the user. Upon continuation, the three different playlists 

were shown to the participants, one by one. Every playlist was shown on a separate 

page. This design choice was based on the idea that the participants might not have 

thought about the different playlists in-depth if they were displayed on the same page, 

as this might have led to them thinking that the playlists were supposed to be compared 

and ranked. This was not wanted in this study, and by displaying the playlists on 
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different pages, direct comparison could be avoided. The recommended playlists were 

presented in a randomized order, in order to mitigate that a specific order would have 

an impact on the results. 

Each recommended playlist consisted of 10 songs, and the information that was 

displayed was the song titles, name of the artists, as well as the music genres. Next to 

each track, there were different checkboxes where the participants indicated whether 

they were familiar with the song, if they had listened to the song, and if they considered 

the song to be popular. The information on whether they were familiar with the song or 

not could be used to answer RQ 2. The remaining data was not analyzed in this study 

but can be of use for further research. 

Next, the participants answered three questions on how satisfied they were with the 

playlist, and these answers were used to answer RQ 3. These satisfaction questions were 

adopted from Graus and Ferwerda (2021). Subsequently, the participants answered 

three questions related to perceived fairness. These fairness questions were developed 

specifically for this study and were not derived from any existing questionnaire or 

previous research. The questions on perceived fairness and satisfaction can be found in 

Appendix B. 

Lastly, one question aiming to understand whether the playlist had a higher or lower 

ratio of popular songs than the participant usually listened to was posed. The data 

collected from this question was not analyzed in this study but could be of use to future 

research. On the final page of the survey, the participants were asked to answer what 

made them consider a song as being popular or not – the song itself, the artist, or the 

genre. 

3.2.2 The Design of the Questions 

The questions on fairness and satisfaction were formulated as statements where the 

participant had five options to choose from: disagree strongly, disagree a little, neither 

agree nor disagree, agree a little, or agree strongly. Questions formulated in this way 

are known as Likert-type items. The Likert scale, developed by Likert (1932), is 

designed to measure attitudes in a scientific way, and it is one of the most frequently 

employed research tools (Joshi et al., 2015). As described by Boone and Boone (2012), 

a Likert scale consists of a number of items that are combined into a score, which can 

be used to, for example, measure personality traits. 

Likert-type items can have a varying number of options to choose from, known as 

points. According to Krosnick and Fabrigar (1997), the optimal length might be 

between 4–7 points. Too many points might make the meaning of the options less clear. 

Too few points, on the other hand, might not give the respondents the ability to express 

their opinions in a precise way. Likert scales most commonly use five points (Krosnick, 

2017).  
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Likert-type items that use five points have a midpoint, that is, a neutral response option. 

There are both positive and negative aspects of including this. On the one hand, 

respondents might select the midpoint option as it does not require much effort and is 

easier to justify (Krosnick & Fabrigar, 1997). On the contrary, not including a midpoint 

forces the participants to choose either a positive or negative attitude, even though they 

might have a neutral opinion (Krosnick, 2017). As this study was conducted online and 

the participants were anonymous, they did not have to justify their choices. Based on 

this, the survey Likert-type items in this study had five response options to choose from, 

thereby a midpoint was included. 

Another choice one must take when designing Likert-type questions is whether to label 

the response options with words or numbers. Verbal labels (using words) might result 

in ambiguity, as language can be ambiguous, which is something that can be mitigated 

using numeric values. However, people do not commonly express opinions using 

numbers, and using verbal labels can help the participants express themselves easier 

and in a more natural way (Krosnick & Fabrigar, 1997). Further on, several studies 

show that reliability increases when labeling all the options with words, and that 

respondents are more satisfied with verbal labels (Krosnick, 2017). Thus, in this study, 

verbal labels were used to describe the different response options. 

According to Peterson (2000), questions should be kept as brief as possible, and they 

should not be longer than 20 words. All the statements in the questionnaire used in this 

study were less than 20 words long. Moreover, the questions should not include more 

than three commas, in order to increase understandability (Payne, 2014). The questions 

used in this study did not contain any commas at all. 

The statements in this study were formulated in a non-leading way, in an attempt to 

mitigate bias as much as possible. The term ‘fair’ was avoided, as it could be difficult 

for the participants to interpret. Instead, the word ‘balanced’ was used. Three different 

statements were used to measure each construct (fairness and satisfaction). By including 

several questions for each construct, it could be derived, during data analysis, whether 

the questions had captured the constructs that were intended to be measured. All of the 

questions employed in this study can be found in Appendix B. 

3.2.3 The Algorithms 

For this study, three different algorithms were used, all of which had varying levels of 

fairness in terms of including both popular and less popular items. The motivation 

behind using three algorithms was, first of all, to not make the survey too long. The risk 

when including a higher number of generated playlists was that the participants would 

lose focus and start giving careless responses at the end of the survey. 

Secondly, the algorithms needed to process the data and generate recommendations in 

real time. The higher the number of algorithms, and the more complex they were, the 
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slower the loading time. If it would take several minutes from the time the participants 

started the survey and the first questions were displayed, there was a risk that many of 

the recruited participants would leave the platform thinking that it did not work. By 

using three relatively fast algorithms that processed the data within less than one 

minute, this could be avoided.  

It could be argued that including a higher number of algorithms would give more fine-

tuned data on how users perceive fairness. However, as this was the first study 

investigating perceived fairness in this context, the most crucial aspect was that the 

recommenders used were clearly different from each other in their level of fairness. For 

this study, this criterion was more important than including a high number of algorithms 

which did not differ much in terms of fairness. 

The algorithms were trained using the LFM-2b dataset, which, as of 2022, contains the 

listening data of over 120,000 Last.fm users. In total, the LFM-2b dataset consists of 

two billion listening events (Schedl et al., 2022). However, for this study, only a sample 

of this dataset was used for training the algorithms, namely 180 000 tracks. Out of these 

180 000 tracks, information about the music genre was included for 150 000 tracks. 

The least fair algorithm used in this study was the variational autoencoder (MultiVAE). 

MultiVAE is a latent variable model that learns a deep representation from high-

dimensional data. Given the user’s interaction vector, this algorithm estimates the 

probability distribution over all items. MultiVAE employs multinomial likelihood and 

a different regularization procedure involving linear annealing (Liang et al., 2018). 

The algorithm used in this study which was ranked in the middle in terms of fairness 

was the sparse linear method (SLIM). SLIM generates top-N recommendations by 

aggregating from user profiles. A sparse aggregation coefficient matrix W is learned 

from SLIM under the L1 and L2 constraints. The learned item coefficients are then used 

to predict the recommended items of the user (Ning & Karypis, 2011). 

The fairest algorithm utilized in this work was the k-Nearest Neighbors (ItemKNN), 

which is a memory-based recommendation algorithm and a standard method of 

collaborative filtering. This approach is based on computing the item-item similarity, 

meaning that an item is recommended to a user if it is similar to items the user already 

selected. The ItemKNN algorithm uses statistical measures to compute the item-item 

similarities (Sarwar et al., 2001). 

The measures used to determine the differences in fairness originated from Lesota et al. 

(2021) but were adapted to measure item fairness instead of user fairness. The statistical 

measures used were Kendall’s Tau, Kullback–Leibler Divergence, and the Delta 

Metrics Mean (%∆ Mean). In this context, popularity was defined as the number of 

distinct users that had listened to a song in the training dataset. This was used to define 

the popularity distribution over the training dataset and the top 50 recommendations of 
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the user. The measures were computed for each user and then aggregated by calculating 

the median to receive a value for each algorithm and metric. 

In order to measure the difference between the distributions, the %∆ Mean popularity 

between the training data and the recommended lists were calculated. A positive %∆ 

Mean means that the overall popularity of the songs in the recommended lists are higher 

than in the training data. 

The Kullback-Leibler Divergence and Kendall’s Tau were used to compare the entire 

popularity distribution. For calculating these measures, decile-bins were created, such 

that the cumulative popularity of all tracks of the collection belonging into one bin 

constitutes approximately 10% of the total popularity of all tracks of the whole 

collection.  

The Kullback-Leibler Divergence measures the difference between two distributions 

and increases with every mismatch in the item counts. High values for this measure 

indicate that the overall popularity distributions of the recommended items are highly 

different from those of the training dataset. 

On the other hand, Kendall’s Tau is a distance function that counts the number of 

pairwise disagreements between two ranking lists. Kendall’s Tau shows whether there 

are common patterns in the two distributions, meaning that the order of the bins in the 

two distributions is similar. The Kullback-Leibler Divergence reaches its maximum 

value of 1 when the two distributions are identical from the ranking point of view. For 

fully reversed rankings, the correlation score is -1.  

Kendall’s Tau showed negative values for all three algorithms, indicating that the 

ranking of the bins in the recommendation lists do not reflect the ranking in the training 

data. For MultiVAE and SLIM, the ranking of the bins in the recommendations is rather 

reverse than in the training dataset. The ItemKNN recommender demonstrates a lower 

median Kullback-Leibler Divergence than MultiVAE and SLIM, which means that its 

output better correlates with training data in terms of popularity distribution. ItemKNN 

and SLIM shows a lower value in %∆ Mean compared to MultiVAE, suggesting that 

MultiVAE favors more popular items in the recommendations. Overall, the measures 

indicate that the ItemKNN recommender better approximates the popularity 

distribution in the training data, which is then followed by SLIM. According to the 

results, MultiVAE gives the most unfair recommendations in terms of recommending 

tracks of varying popularity. The differences in fairness between the three different 

algorithms can be seen in Table 1. 
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Table 1: Measures used to determine the differences in fairness between the 

algorithms. 

 

3.2.4 Recruitment 

Participants were recruited from Amazon Mechanical Turk (MTurk), and they were 

paid for their participation. According to Roscoe (1975), it is appropriate for most 

research to have a sample size that is larger than 30 and smaller than 500. For this study, 

the goal was to get at least 100 valid responses. 

A requirement for participation in the study was that the participants needed to have a 

Last.fm account, so that data on their previous listening history could be retrieved. 

Without access to the listening history, no song recommendations could be made, thus, 

the survey could not be completed. The participants also needed to be at least 18 years 

of age in order to participate. There were no other requirements for participation, as 

there were no specific population that this research aimed to study. 

3.3 Methods for Data Analysis 

As mentioned in previous sections, data was collected through an online survey 

platform developed specifically for this study. A total of 170 survey responses were 

collected, and this data was initially stored in an SQLite3 database. However, all of the 

responses could not be used for analysis. The responses that were incomplete were 

filtered out, along with responses from participants who failed to answer the two control 

questions correctly. After filtering the data, 115 valid responses remained in the dataset, 

which could be used for analysis. 

When the initial processing of the data was completed, the database was converted into 

a CSV file and exported to the statistical analysis software SPSS for analysis. As the 

data collected in this study was quantitative in nature, a quantitative data analysis 

needed to be conducted. Thus, SPSS was deemed an appropriate tool. 
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In the demographics section of the survey, participants provided information about their 

age, gender, country of origin, as well as their country of residence. This data was 

analyzed using descriptive statistics. During analysis, the ages were grouped into 

categories to provide a clearer overview of the age distribution. 

In order to answer RQ 1, which was concerned with whether there is a correlation 

between perceived and algorithmic fairness in the context of popularity bias, two 

different types of analysis were used. The first analysis used was Pearson’s correlation 

coefficient, which is a statistical test that measures the extent to which two variables 

are correlated (Sharma, 2012). As the participants received personalized 

recommendations, different lists were produced for the different participants. This 

means that the fairness of the lists varied between participants, even though they were 

generated by the same algorithms – the participants did not receive playlists with the 

same level of fairness. 

As mentioned in section 3.2.3, three different fairness measures were used to determine 

the algorithms’ level of fairness – Kendall’s Tau, the Kullback-Leibler Divergence, and 

the Delta Metrics Mean. These measures were not only used to rank the algorithms, but 

they were also used to compute individual “fairness scores” for each participant and 

algorithm. These computed scores, or values, could then be compared to each 

participant’s perceived fairness value. By using Pearson’s correlation coefficient, it 

could be determined whether a correlation between these values existed or not. Thus, 

the correlation between algorithmic and perceived fairness for each algorithm could be 

computed, by considering how fair the recommendations were for each participant. 

The second type of analysis used was a repeated measure design, namely repeated 

measures analysis of variance (ANOVA). This type of analysis is known as a within-

subject design, and it was used to determine whether the difference in fairness between 

the algorithms was perceived by the users.  

As described by Lamb (2003), repeated measures ANOVA measures each participant 

on the same dependent variable several times. In this study, the same participants took 

part in all of the different conditions in the study, answering questions about all the 

different recommended playlists. This meant that the participants were measured three 

times on the same dependent variable, namely perceived fairness. Hence, using repeated 

measures ANOVA was appropriate in this context.  

Through the use of repeated measures ANOVA, the differences in mean scores under 

the three different conditions could be analyzed. To evaluate the differences in 

perceived fairness across the different recommended playlists, and to understand 

whether the mean differences were significant, a pairwise comparison was made. This 

type of analysis differed from the first one as it compared perceived fairness between 

the different algorithms rather than analyzing them in isolation. 
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Prior to conducting the two different analyses, the second and third Likert-type item for 

measuring perceived fairness were reverse coded. Moreover, for each algorithm, the 

three questions measuring fairness were computed into one variable, by combining the 

scores from all the questions and calculating the average of the responses. The same 

was done for the three satisfaction questions. However, the results proved to be 

inconsistent and inconclusive when using all of the fairness questions. Therefore, the 

second and third fairness questions were excluded from analysis, as this gave more 

sensible and explicable results. 

To answer RQ 2, whether familiarity affects how users perceive fairness in the context 

of popularity bias, one-way analysis of variance (ANOVA) was used. One-way 

ANOVA is a technique used to understand the differences in a dependent variable based 

on one independent variable (Allen, 2017). In this case, the dependent variable was 

perceived fairness, while the independent variable was familiarity.  

For answering RQ 3, whether satisfaction affects how users perceive fairness in the 

context of popularity bias, one-way ANOVA was once again used. In this context, the 

dependent variable was perceived fairness, while the independent variable was 

satisfaction. 

3.4 Validity and Reliability 

Validity refers to the extent to which a study measures what was intended to be 

measured (Gipps, 2011). Reliability, on the other hand, is defined as the extent to which 

a study can be replicated (Andres, 2012). The validity and reliability of this study are, 

in this report, discussed with regards to how the study was designed and evaluated. 

Firstly, the survey was conducted online, and not in person, which could be argued to 

strengthen the reliability of the study. No humans were involved in, for example, 

explaining the survey or asking questions. The information provided to the participants, 

along with its delivery, was the same for everyone. 

However, the environment could not be controlled, as the participants were free to 

choose when, where, and on which device they would take the survey. This is a factor 

that could potentially have an effect on reliability. On the other hand, conducting the 

survey in a controlled environment would make it difficult to recruit the number of 

participants needed for the study – which was one of the main reasons for conducting 

it online in the first place. 

Additionally, the satisfaction questions which were used in the questionnaire were 

adopted from Graus and Ferwerda (2021). In their study, it was shown that these 

questions measured the same construct. This contributed to an increase in reliability 

with regard to this part of the questionnaire. 
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In order to increase the validity of the survey, both the online platform and the 

questionnaire were reviewed by researchers and professors from Johannes Kepler 

University Linz in Austria, all of whom are active within the field of recommender 

systems. During these reviews, the survey platform was tested for potential errors, and 

the questionnaire was revised to ensure that the questions were not confusing or 

misleading. Moreover, the survey was pre-tested by people with no prior knowledge of 

the study to ensure that the information and the questions were clear and 

understandable. 

In order not to bias the participants’ responses when taking the survey, no explanations 

of fairness or popularity bias were provided. Further, the survey included two control 

questions which helped detect fake and careless responses. After the survey had been 

conducted, these responses could be removed from the data. Finally, the order of the 

algorithms was randomized for each participant, which ensured that no specific order 

had an impact on the results. 

3.5 Considerations 

Several considerations were addressed when designing the study. Firstly, it was made 

clear to the participants at the beginning of the study that their data would be handled 

with care and that it would not be used for anything other than research. Additionally, 

they were informed that their answers would not be shared with anyone that was not 

involved in current or future research stemming from the collected data. 

The participants were also made aware, before starting the survey, of how it would 

work, and which information they needed to provide. This gave them the opportunity 

to not participate if they felt that there was information that they did not wish to share.  

In order to participate in the study, the participants needed to provide their username on 

Last.fm. It was explained to the participants that the listening history was the only 

information that would be used for the study, and that the fetched data would not be 

used for any other purposes other than the study. Lastly, it was made clear that 

participation was completely voluntary, and that the participants could exit or withdraw 

from the survey at any time.  

A requirement for conducting the survey was that the participants had to be 18 years or 

older. This was an ethical decision, as consent might have been needed from a parent 

or guardian in order for a minor to participate, which can be problematic when 

conducting an online survey. If the participants were younger than 18 years, they were 

not able to take part in the study.  



 

28 

4 Results 

In the first section of this chapter, the data collected from the survey is described. In the 

following section, the analysis is discussed with regards to the research questions that 

this study aimed to answer. 

4.1 Collected Data 

Through recruiting on Amazon MTurk, a total of 170 survey responses were collected. 

After incomplete and faulty responses were filtered out, 115 valid responses remained 

in the dataset, which could then be used for analysis. 

4.1.1 Demographics 

Out of the 115 participants, 45 (39.1%) were female and 70 (60.9%) were male, as can 

be seen in Table 2. Further, the ages of the participants ranged between 21 and 64 years. 

The distribution of different age groups is demonstrated Table 3. As for the participants’ 

country of origin and country of residence, a clear majority of the participants originated 

from and resided in the United States of America, followed by India. The distribution 

of the participants’ country of origin and country of residence can be seen in Table 4 

and 5. 

 

Table 2: Gender distribution amongst participants. 

 

 

Table 3: Distribution of age groups amongst participants. 

Gender Distribution

Frequency Percent Valid Percent
Cumulative 

Percent

Valid Female

Male

Total

4 5 39.1 39.1 39.1

7 0 60.9 60.9 100.0

115 100.0 100.0

Page 1

Distribution of Age Groups

Frequency Percent Valid Percent
Cumulative 

Percent

Valid 21 -  29

30 -  39

40 -  49

50 -  59

6 0 +

Total

3 4 29.6 29.6 29.6

4 4 38.3 38.3 67.8

2 6 22.6 22.6 90.4

8 7.0 7.0 97.4

3 2.6 2.6 100.0

115 100.0 100.0

Page 1
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Table 4: Distribution of the participants’ country of origin. 

 

 

Table 5: Distribution of the participants’ country of residence. 

 

4.1.2 Perceived Fairness, Satisfaction, and Familiarity 

For collecting data on perceived fairness and satisfaction, Likert-type items were used 

in a questionnaire. For each algorithm, the three items measuring satisfaction were 

computed into one variable. This was done by combining the scores from all the 

questions and calculating the average of the responses. The frequencies and percentages 

of the participants’ average scores for each algorithm, in terms of perceived fairness 

and satisfaction, can be found in Appendix C.  

Data on the participants’ familiarity with each playlist was collected through the 

participants indicating whether or not they knew the recommended songs. Descriptive 

Country of Origin

Frequency Percent Valid Percent
Cumulative 

Percent

Valid Brazil

Colombia

France

India

Philippines

Sweden

United Arab Emirates

United States of America

Total

1 .9 .9 .9

2 1.7 1.7 2.6

1 .9 .9 3.5

2 8 24.3 24.3 27.8

1 .9 .9 28.7

1 .9 .9 29.6

1 .9 .9 30.4

8 0 69.6 69.6 100.0

115 100.0 100.0

Page 1

Country of Residence

Frequency Percent Valid Percent
Cumulative 

Percent

Valid Brazil

India

Sweden

Turkey

Uganda

United Arab Emirates

United Kingdom

United States of America

Total

1 .9 .9 .9

2 7 23.5 23.5 24.3

1 .9 .9 25.2

1 .9 .9 26.1

1 .9 .9 27.0

1 .9 .9 27.8

1 .9 .9 28.7

8 2 71.3 71.3 100.0

115 100.0 100.0

Page 1
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statistics on how many songs the participants were familiar with in each playlist can be 

found in Appendix D. 

At the very end of the survey, participants were asked to indicate which factors 

influenced them when determining whether a music item was popular or not – the song, 

the artist, or the genre. The results showed that 27.8% (32 participants) considered the 

genre when determining whether an item was popular or not, 71.3% (82 participants) 

considered the artist, and 80.9% (93 participants) considered the song itself. 

4.2 Data Analysis 

In this section, the data analysis is presented in regard to each of the three research 

questions, starting with RQ 1, followed by RQ 2, and lastly, RQ 3. 

4.2.1 The Correlation between Algorithmic and Perceived Fairness 

The first research question aimed to answer whether the perceived fairness of 

recommended playlists correlates with algorithmic fairness in the context of popularity 

bias in music recommender systems. In order to analyze the data gathered from the 

Likert-type items measuring perceived fairness, two methods were used, namely 

Pearson’s correlation coefficient and repeated measures ANOVA. 

Pearson’s correlation coefficient was used to understand the correlation between 

perceived and algorithmic fairness by looking at each algorithm in isolation. For each 

user and algorithm, three algorithmic fairness values were computed using Kendall’s 

Tau, the Kullback-Leibler Divergence, and the Delta Metrics Mean. These values were 

then compared to the users’ perceived fairness values, in order to see if a correlation 

existed. In this analysis, the threshold for statistical significance was set to 0.05. The 

results are shown in Table 6. 
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Table 6: Correlations between perceived and algorithmic fairness for each of the 

algorithms. Sig. (2-tailed) represents the p value. 

 

As can be seen in Table 6, all p values exceeded 0.05. This means that there was no 

significant correlation between the perceived and algorithmic fairness, for any of the 

algorithms, based on the three different fairness measures. 

By using the second analysis method, repeated measures ANOVA, the differences in 

mean scores for the three different algorithms could be analyzed. This was done in order 

to understand whether participants perceived a difference in fairness between the 

algorithms. To evaluate these differences, a pairwise comparison was made using the 

Bonferroni correction. 

When conducting the pairwise comparison between MultiVAE and SLIM, the mean 

difference was -0.009, and the mean difference between MultiVAE and ItemKNN was  

-0.078. Further, when comparing SLIM and ItemKNN, the mean difference was -.070. 

For this analysis, the threshold for statistical significance was set to α = 0.05. This 

meant that if the p value exceeded this, no statistical significance could be shown. In all 

pairwise comparisons, the p value (p = 1.000) exceeded the significance level. This 

meant that there was no significant difference in perceived fairness across the different 

algorithms. 

4.2.2 The Effect of Familiarity on Perceived Fairness 

To answer RQ 2, whether familiarity affects how users perceive fairness in the context 

of popularity bias, one-way analysis of variance (ANOVA) was used. In this analysis, 

the dependent variable was perceived fairness, while the independent variable was 

familiarity. When analyzing the algorithms, the threshold for statistical significance 

was set to α = 0.05. 
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Firstly, the effect of familiarity on perceived fairness was analyzed for the MultiVAE 

algorithm. The results showed a positive, F-value, F(6, 108) = 1.273, indicating a 

positive correlation between familiarity and perceived fairness. However, the R-

squared value was relatively low (R2 = 0.066), indicating that the relationship was not 

very strong. Moreover, there was no statistical significance, as the p value exceeded 

0.05 (p = 0.276). This meant that it was shown that familiarity does not have an impact 

on perceived fairness when it comes to the MultiVAE algorithm. 

Secondly, SLIM was analyzed. In this case, the F-value was also positive, F(8, 106) = 

2.605, indicating a positive correlation between the two variables, and the R-squared 

value was stronger than it was when analyzing MultiVAE (R2 = 0.164). Further, a 

statistical significance could be shown when analyzing SLIM, as the p value was lower 

than 0.05 (p = 0.012). This showed that in the case of SLIM, familiarity does have a 

significant impact on perceived fairness. 

Lastly, the impact of familiarity on perceived fairness was analyzed for ItemKNN. For 

this algorithm, the F-value was lower compared to SLIM, but higher in comparison to 

MultiVAE, F(8, 106) = 1.533. The same was seen for the R-squared value (R2 = 0.104). 

No statistical significance could be shown in this case, as the p value exceeded 0.05 (p 

= 0.154). Thus, it was shown that familiarity does not have an impact on perceived 

fairness when it comes to ItemKNN. 

4.2.3 The Effect of Satisfaction on Perceived Fairness 

To answer RQ 3, whether satisfaction affects how users perceive fairness in the context 

of popularity bias, a one-way analysis of variance (ANOVA) was once again used. As 

with familiarity, the different algorithms were analyzed independently, and the 

threshold for statistical significance was set to α = 0.05. In this case, the dependent 

variable was perceived fairness, while the independent variable was satisfaction. 

The effect of satisfaction on perceived fairness was first analyzed for the MultiVAE 

algorithm. The analysis showed a positive F-value, F(9, 105) = 5.694, indicating a 

positive correlation between satisfaction and perceived fairness. As for the R-squared 

value, R2 = 0.328. A statistical significance for the correlation could be shown, as the p 

value was less than 0.05 (p < 0.001). This indicated that satisfaction has a significant 

effect on perceived fairness for the MultiVAE algorithm. 

Subsequently, the SLIM algorithm was analyzed. A positive correlation between 

satisfaction and perceived was shown, and the positive correlation was stronger than 

for MultiVAE, F(10, 104) = 6.352, R2 = 0.379. Consequently, a statistically significant 

effect was shown in this case as well, as the p value was lower than 0.05 (p < 0.001). 

This showed that in terms of SLIM, satisfaction does have a significant effect on 

perceived fairness. 
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Finally, the effect of satisfaction on perceived fairness was analyzed for ItemKNN. In 

comparison to MultiVAE and SLIM, this algorithm had the highest F-value as well as 

the highest R-squared value, F(10, 104) = 8.030, R2 = 0.436. This indicates that the 

positive correlation between satisfaction and perceived fairness was the strongest in this 

case. Consequently, a statistical significance could also be shown for ItemKNN (p < 

0.001). Hence, it was shown that satisfaction had a significant effect on perceived 

fairness in this case as well. In summary, it was shown that satisfaction has a significant 

effect on perceived fairness for all of the tested algorithms. 
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5 Discussion 

The purpose of this thesis was to understand the relationship between algorithmic and 

perceived fairness, through comparing users’ perceptions of fairness to the algorithmic 

fairness of three different recommended playlists. Further, it aimed to gain knowledge 

on whether familiarity or satisfaction has an impact on perceived fairness. Based on 

this, three research questions were formulated: 

RQ 1: Does perceived fairness correlate with algorithmic fairness in recommended 

playlists? 

RQ 2: Does familiarity with the recommended music items in a playlist affect how 

users perceive fairness? 

RQ 3: Does satisfaction with a recommended playlist affect how users perceive 

fairness? 

To answer these questions, a survey was conducted. In the following section, the result 

of this survey is discussed in relation to the purpose and the research questions. In 

section 5.2, the method used in this study is discussed and evaluated. 

5.1 Results Discussion 

In previous sections, it was discussed how the topic of this thesis has not yet been 

explored, along with the need for it to be researched. This means that the results of this 

study cannot be related to much previous research, and in order to draw strong or 

decisive conclusions, more research is still needed. However, the results of this study 

can still be a starting point which can be built upon, challenged, and serve as a 

foundation for more in-depth research. 

5.1.1 Algorithmic vs. Perceived Fairness 

The first research question in this study aimed to understand whether a relationship 

between algorithmic and perceived fairness exists in the context of popularity bias. As 

described in section 4.2.1, the data showed that there was no significant correlation 

between perceived and algorithmic fairness. This means that even though the 

recommended playlists differed in their level of fairness, there was no clear difference 

in how the participants perceived the lists. Thus, participants with less fair playlists did 

not perceive them as being less fair than participants with fairer playlists and vice versa. 

Further, it was shown that even though the algorithms varied in their level of fairness, 

the participants could not tell any difference between them. No algorithm was perceived 

as being fairer than the others. 

What this shows is that differences in fairness, in terms of including a fair balance of 

popular and less popular items in recommended playlists, are not noticed by users. This 
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could be a result of users not thinking much about the distribution of popular and less 

popular items, or even that they do not care much about it. Thus, it could be that this 

type of fairness is not important to them. This conclusion is in line with the study 

conducted by Sonboli et al. (2021), which showed that provider fairness is something 

that few people have ever thought about. If popularity bias has never been considered 

or thought about by users, it might be that it is an issue that is not of high importance 

to them. This finding is also in accordance with McNee et al. (2006), who state that 

users do not care about which algorithm performs the best based on different criteria – 

what the users want is good recommendations.  

Based on this, it may be the case that the user perspective on popularity bias is not the 

most important aspect to consider when trying to mitigate it in recommender systems. 

Consequently, other perspectives might be of higher importance, such as the 

perspective of providers. If users of recommender systems cannot tell the difference 

between fair and unfair algorithms, in terms of recommending both popular and less 

popular items, it might be more important to focus on other factors, such as user 

satisfaction, as opposed to how they perceive this type of fairness. 

5.1.2 Familiarity and Perceived Fairness 

The purpose of the second research question in this study was to understand whether 

familiarity has an effect on perceived fairness in the context of popularity bias. The 

results showed that there was a positive correlation between the two variables for all of 

the algorithms. However, there was only a statistically significant effect when it came 

to the sparse linear method (SLIM). 

In this case, SLIM was the only algorithm where familiarity had a significant effect on 

perceived fairness. When performing test runs of the study, it was noticed that SLIM 

tended to recommend the same artist multiple times. This resulted in playlists which 

were less diverse when it came to artists in comparison to the playlists generated by the 

other algorithms. 

On the final page of the survey, participants were asked what influenced their opinion 

on whether a music item was popular or not – the song, the artist, or the genre. As 

described in section 4.1.2, most participants considered the song, followed by the artist. 

Genre was the factor that the lowest number of participants considered. 

Based on this, we can assume that when the participants were not familiar with a song, 

they considered the artist to judge popularity. As SLIM tended to be less diverse in 

terms of recommending different artists, the perceived unfairness may have become 

stronger when the same artists were recommended multiple times. 

What can be concluded is that the effect of familiarity depends on which algorithm the 

users are presented with. If the algorithm generates less diverse recommendations in 
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terms of artists, and the users are not familiar with the presented songs, it may be 

considered as being more unfair. As the other two algorithms seemed to be more diverse 

in their recommendations, perceived fairness was not affected by familiarity. 

5.1.3 Satisfaction and Perceived Fairness 

The third and final research question aimed to answer whether satisfaction has an effect 

on perceived fairness in the context of popularity bias. The analysis of the collected 

data showed that there exists a significant, positive correlation between satisfaction and 

perceived fairness. This means that an increase in satisfaction results in an increase in 

perceived fairness. The positive correlation was seen across all the three algorithms 

employed in the study. 

What this shows is that the more satisfied users are with a recommended playlist, the 

fairer they consider it to be. This result is in accordance with the studies conducted by 

Woodruff et al. (2018) and Wang et al. (2020), who showed that satisfaction with an 

algorithmic outcome can have an impact on how we think about fairness. Thus, 

satisfaction biases our views on fairness. 

This finding strengthens the suggestion that fairness, in terms of an algorithm 

generating a fair mix of popular and less popular items, is not of high importance to 

users, as satisfaction has a significant effect on how users think about it. Once again, it 

may be that other factors, such as satisfaction, are more important to users than this type 

of fairness. 

5.2 Method Discussion 

For this study, a survey was the method of choice. This method was found to be 

appropriate due to the need of quantitative data. The choice of conducting the study 

online enhanced reliability, as the delivery of the survey and questions was the same 

for all participants. Moreover, a sufficient number of participants were recruited. 

The online platform and the questionnaire were reviewed and tested by researchers 

within the field of recommender systems to ensure validity. The survey was also tested 

by people with no prior knowledge of the study. This ensured that the platform was 

easy to use, and that the provided information as well as the questions were 

understandable.  

No definitions of fairness or popularity bias were provided during the survey. 

Moreover, the included control questions helped identify fake and careless responses, 

which also enhanced the validity of the study. Moreover, the satisfaction questions in 

the questionnaire were adopted from Graus and Ferwerda (2021), who had already 

shown that the questions measured the same construct. This contributed to an increase 

in reliability of the questionnaire. Based on these factors, it can be argued that the 
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validity and reliability of the study are high. Thus, the results of the study are of value, 

and may be used as a foundation for further studies.  

However, there are uncertainties regarding some aspects of the method. Firstly, it was 

shown that all of the fairness questions did not work very well, and in the end, only one 

fairness question was used to analyze the data. What the flaws in the questions were 

cannot be identified at this point, but it seems that qualitative research is needed to 

understand how the questions are interpreted by participants. 

Further, it can be argued that the fairness questions may have measured satisfaction as 

opposed to perceived fairness. The term ‘fair’ was excluded from the questions to make 

them easier to understand. However, excluding this term might have led to the 

participants not thinking about fairness at all, but rather about if they were satisfied with 

the balance between popular and less popular items. Once again, qualitative research 

would have been needed, prior to conducting the survey, to understand which construct 

was being measured. 
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6 Conclusions and Further Research 

In this chapter, the conclusions from this work are presented, as well as the practical 

and scientific implications. Lastly, suggestions for further research are proposed. 

6.1 Conclusions 

The purpose of this study was to examine the correlation between algorithmic and 

perceived fairness in the context of recommender systems. The study was conducted in 

a music recommender setting, and the fairness aspect investigated was popularity bias. 

In order to gain insights on this topic, users’ perceptions of the fairness of different 

recommended playlists were compared to the algorithmic fairness of the playlists. 

Additionally, it was explored whether familiarity and satisfaction had a significant 

impact on perceived fairness. By conducting an online survey, the three research 

questions posed in this thesis could be answered. 

After the collected data was analyzed, it was concluded that there is no correlation 

between algorithmic and perceived fairness. When analyzing the algorithms in 

isolation, it was shown that the participants could not tell a difference between playlists 

that varied in terms of fairness. Further, the algorithms used in the study differed in 

their level of fairness, in terms of displaying both popular and less popular items. 

Despite this, the participants could not notice a difference between them. These findings 

imply that fairness, in this context, may not be something that users find important. 

Further, it was shown that familiarity only had a significant effect when it came to one 

out of the three algorithms, namely SLIM. What was noticed during test runs of the 

survey was that this algorithm tended to be less diverse in terms of recommending a 

variety of artist in comparison to the other algorithms. Hence, it recommended one artist 

multiple times in the same list.  

The most common factor that participants relied on when judging popularity was the 

song, followed by the artist. It can be assumed that participants therefore looked at the 

artists when not knowing the songs, and as SLIM recommended many songs of the 

same artist, the perceived unfairness may have become stronger.  

The other two algorithms were more diverse in their recommendations, and therefore, 

perceived fairness was not affected by familiarity. What can be concluded is that the 

effect of familiarity depends on other characteristics of the algorithm that the users are 

presented with. If the algorithm does not generate diverse recommendations in terms of 

artists, and the users are not familiar with the recommended songs, it may be considered 

as being more unfair. 

When it comes to satisfaction, it was demonstrated that this is a factor that has a 

significant impact on perceived fairness. This was shown across all of the algorithms. 
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This finding indicates that satisfaction biases our views on fairness. Thus, it strengthens 

the argument that fairness may not be of high importance to users in this context. 

6.1.1 Practical implications 

Recommender systems are prevalent in many aspects of our daily lives, and enhancing 

their performance is of interest to society as a whole. The results of this study indicate 

that how users perceive fairness, in terms of a music recommender system generating 

playlists consisting of both popular and less popular items, might not be of high 

importance. Thus, when developing fair recommender systems, other stakeholders’ 

opinions might be more valuable.  

A stakeholder that has been shown to be negatively affected by popularity bias is the 

provider. Mitigating popularity bias according to providers’ views is thereby of high 

importance, as the changes made can remain unnoticed by users. This could result in a 

positive effect for less popular providers, who could get their music recommended more 

often without negatively affecting the users. Thus, creating recommender systems that 

mitigate popularity bias can benefit the providers without negative effects for the other 

parties. This would create more opportunities for more providers, as their livelihood is 

in many ways dependent on exposure and being recommended (Patro et al., 2020).  

Mitigating popularity bias and satisfying more providers would also be positive for the 

system, that is, the platform where the recommender system operates. Keeping the 

providers satisfied is crucial for making profit. The more providers that are satisfied 

with and choose to use the system, the better. 

In terms of adapting recommender systems to the wants and needs of users, other factors 

may be more important to consider, such as satisfaction. As it was shown that 

satisfaction has an impact on perceived fairness, it can be argued that this factor is more 

significant when developing user-centric recommender systems. Moreover, diversity 

has been argued to affect the user experience in a positive way (Ferwerda et al., 2017; 

Kim et al., 2021). Diversity, in this case, could mean mitigating popularity bias and 

include more varied recommendations in terms of including both popular and less 

popular music items. 

6.1.2 Scientific implications 

When it comes to implications for the scientific community, it could be argued that it 

is important to consider different factors when researching and evaluating users’ 

perceptions on fairness, such as satisfaction and familiarity. This might be the case in 

other contexts, and not only when it comes to popularity bias in music recommender 

systems. 

The results of this study highlight the importance of taking other stakeholders into 

account when researching perceived fairness. As perceived fairness can be argued to 
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not be of high importance to users, other stakeholders’ views should be considered next. 

Providers, who are negatively affected by popularity bias, could be one stakeholder that 

should play a bigger role in research regarding popularity bias. 

As already mentioned, this study is a starting point in an area that remains relatively 

unexplored. Thus, there is room for more research to either confirm or reject the 

findings of this study. Fairness in recommender systems is an important field, as it has 

implications for all the stakeholders involved. Continuous research is therefore 

encouraged, as it is needed to help the industry develop fair recommender systems. 

6.2 Further Research 

For further research, the same study could be performed but on larger scale, including 

more participants, to either confirm or reject the results. New fairness questions can 

also be developed and used for a similar study, and it is suggested that these questions 

are researched qualitatively to ensure that they measure the intended construct. A 

similar study could also be performed using other algorithms, which perhaps differ even 

more in terms of algorithmic fairness. Additionally, it would be interesting to see if 

these results apply to other recommender domains, and not only when it comes to music 

recommender systems. 

Another suggestion for further research is to conduct the same type of study but 

investigate perceived fairness from a provider perspective. Providers may have another 

perception of fairness, in terms of popularity bias, as they are affected by it in a different 

way than users are. Qualitative studies could also be performed, with interviews instead 

of surveys, to get more in-depth answers and understand why and how participants 

perceive fairness in a certain way. Moreover, the impact of other factors on perceived 

fairness could be researched.  

Lastly, it is worth highlighting that popularity bias is only one out of many different 

types of (un)fairness. Although being a prevalent issue when it comes to recommender 

systems, other aspects are also of high importance. To conclude, perceived fairness 

needs to be investigated in various contexts, in terms of different aspects, and while 

considering multiple stakeholders.  
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8 Appendices 

Appendix A: Survey Platform 

Appendix B: Questionnaire 

Appendix C: Questionnaire Responses 

Appendix D: Familiarity Responses 
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8.1 Appendix A: Survey Platform 

Screenshots of the survey platform (desktop version). 
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8.2 Appendix B: Questionnaire 

Likert-type items used to measure satisfaction and perceived fairness. 
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8.3 Appendix C: Questionnaire Responses 

Tables showing the frequencies and percentages of responses for the Likert-type items 

used in the questionnaire. A score of 1 indicates the lowest possible level of perceived 

fairness, while a score of 5 indicates the highest possible level of perceived fairness.  

 

 

 

 

 

 

 

Perceived Fairness of the Variational Autoencoder (MultiVAE)

Frequency Percent Valid Percent
Cumulative 

Percent

Valid 1

2

3

4

5

Total

3 2.6 2.6 2.6

1 0 8.7 8.7 11.3

2 5 21.7 21.7 33.0

4 8 41.7 41.7 74.8

2 9 25.2 25.2 100.0

115 100.0 100.0

Page 1

Perceived Fairness of the Sparse Linear Method (SLIM)

Frequency Percent Valid Percent
Cumulative 

Percent

Valid 1

2

3

4

5

Total

4 3.5 3.5 3.5

9 7.8 7.8 11.3

2 2 19.1 19.1 30.4

5 2 45.2 45.2 75.7

2 8 24.3 24.3 100.0

115 100.0 100.0

Page 1

Perceived Fairness of the k-Nearest Neighbors (ItemKNN)

Frequency Percent Valid Percent
Cumulative 

Percent

Valid 1

2

3

4

5

Total

2 1.7 1.7 1.7

8 7.0 7.0 8.7

2 4 20.9 20.9 29.6

5 1 44.3 44.3 73.9

3 0 26.1 26.1 100.0

115 100.0 100.0

Page 1
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Satisfaction with the Variational Autoencoder (MultiVAE)

Frequency Percent Valid Percent
Cumulative 

Percent

Valid 2.00

2.33

2.67

3.00

3.33

3.67

4.00

4.33

4.67

5.00

Total

2 1.7 1.7 1.7

2 1.7 1.7 3.5

4 3.5 3.5 7.0

5 4.3 4.3 11.3

1 4 12.2 12.2 23.5

2 4 20.9 20.9 44.3

1 6 13.9 13.9 58.3

3 0 26.1 26.1 84.3

1 2 10.4 10.4 94.8

6 5.2 5.2 100.0

115 100.0 100.0

Page 1

Satisfaction with the Sparse Linear Method (SLIM)

Frequency Percent Valid Percent
Cumulative 

Percent

Valid 1.00

1.67

2.33

2.67

3.00

3.33

3.67

4.00

4.33

4.67

5.00

Total

1 .9 .9 .9

1 .9 .9 1.7

1 .9 .9 2.6

6 5.2 5.2 7.8

5 4.3 4.3 12.2

1 4 12.2 12.2 24.3

2 4 20.9 20.9 45.2

1 4 12.2 12.2 57.4

3 6 31.3 31.3 88.7

8 7.0 7.0 95.7

5 4.3 4.3 100.0

115 100.0 100.0

Page 1
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Satisfaction with the k-Nearest Neighbors (ItemKNN)

Frequency Percent Valid Percent
Cumulative 

Percent

Valid 1.00

2.00

2.33

2.67

3.00

3.33

3.67

4.00

4.33

4.67

5.00

Total

1 .9 .9 .9

1 .9 .9 1.7

2 1.7 1.7 3.5

8 7.0 7.0 10.4

4 3.5 3.5 13.9

1 6 13.9 13.9 27.8

1 3 11.3 11.3 39.1

2 1 18.3 18.3 57.4

3 5 30.4 30.4 87.8

9 7.8 7.8 95.7

5 4.3 4.3 100.0

115 100.0 100.0

Page 1
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8.4 Appendix D: Familiarity Responses 

Tables showing the frequencies and percentages of how many songs were known in 

each playlist generated by the different algorithms. 

 

 

 

 

 

Familiar Songs in Playlists Generated by the Variational 
Autoencoder (MultiVAE)

Frequency Percent Valid Percent
Cumulative 

Percent

Valid 4

5

6

7

8

9

1 0

Total

3 2.6 2.6 2.6

8 7.0 7.0 9.6

1 4 12.2 12.2 21.7

1 3 11.3 11.3 33.0

1 6 13.9 13.9 47.0

1 0 8.7 8.7 55.7

5 1 44.3 44.3 100.0

115 100.0 100.0

Page 1

Familiar Songs in Playlists Generated by the Sparse Linear Method 
(SLIM)

Frequency Percent Valid Percent
Cumulative 

Percent

Valid 2

3

4

5

6

7

8

9

1 0

Total

1 .9 .9 .9

1 .9 .9 1.7

3 2.6 2.6 4.3

1 0 8.7 8.7 13.0

1 3 11.3 11.3 24.3

1 8 15.7 15.7 40.0

1 2 10.4 10.4 50.4

7 6.1 6.1 56.5

5 0 43.5 43.5 100.0

115 100.0 100.0

Page 1
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Familiar Songs in Playlists Generated by k-Nearest Neighbors 
(ItemKNN)

Frequency Percent Valid Percent
Cumulative 

Percent

Valid 1

3

4

5

6

7

8

9

1 0

Total

1 .9 .9 .9

2 1.7 1.7 2.6

2 1.7 1.7 4.3

1 3 11.3 11.3 15.7

1 5 13.0 13.0 28.7

1 9 16.5 16.5 45.2

1 0 8.7 8.7 53.9

4 3.5 3.5 57.4

4 9 42.6 42.6 100.0

115 100.0 100.0

Page 1
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